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TOM TAT

Muc dich ciia bai bao 1a nghién citu Dinh 1y tuyén tinh hoa dé giai quyét mot bai toan vé hoi tu Tauber

trén khong gian Banach ¢6 trong cdc ham chinh hinh Gateaux gitta cdc khong gian 16i dia phuong.
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ABSTRACT

The aim of this paper is to study a linearization theorem for weighted spaces of Gateaux holomorphic
functions between locally convex spaces and its applications to the problem on Tauberian convergence.

Keywords: Linearization, locally convex spaces, topological linear invariants, holomorphic functions, Plurisub-

harmonic functions.

1. INTRODUCTION

It is known that linearization technique is very im-
portant because it can help us in simplifying calcu-
lations. Indeed, if £ and F' are Banach spaces and
U is an open subset of E, then the linearization re-
sults help in identifying a given class of holomorphic
functions defined on U, F—valued with the space of
continuous linear mappings from a certain Banach
space G to F, i.e., a holomorphic mapping is being
identified with a linear operator through lineariza-
tion results. The first linearization result for such
spaces was obtained by Mazet in 1984. The problem
has received much attention in the past few years.
However, most of the results are directed to spaces
of functions between Banach spaces. Six years after
the announcement of Mazet, Mujica obtained a
linearization theorem for the space H* (D, F) of
Banach-valued bounded holomorphic mappings de-
fined on an open subset of a Banach space.

Weighted spaces of holomorphic functions de-
fined on an open subset of a finite or infinite di-
mensional Banach space have been studied widely in

‘Corresponding author
Email: duongthanhvy@qnu.edu.vn

the literature by several mathematicians. Whereas
the results in the finite dimensional case, we at-
tribute to the contributions of Bierstedt, Bonet, Gal-
bis, Summers, Meise, Rubel, Shields, etc., the in-
finite dimensional case was introduced by Garcia,
Maestre, and Rueda, and further investigated by Bel-
tran, Jorda, Rueda, Gupta, Baweja, etc.

In this paper, we are concerned with proving a
linearization theorem for weighted Gateaux holomor-
phic functions between locally convex spaces and ap-
plying to solve some related problems in weighted
spaces of holomorphic functions.

Let E,F be locally convex spaces and v be
a weight on a domain D in E. Denote H,(D,F)
(resp. Hg (D, F)) the space of all F-valued (resp.
Gateaux) holomorphic functions on D such that
(v.f)(D) is bounded in F' equipped with the topology
induced by the family {| - ||v, }pecs(r) of semi-norms
where

1 £llo.p = sup v(z)p(f(z)) Vp € es(F).

Let A,(D) (vesp. Ag(D)) be a subspace of
H, (D) (resp. Hg (D)) such that the closed unit ball

6 | Journal of Science - Quy Nhon University, 2020, 14(5), 5-15
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is compact for the compact open topology 7y. Denote
Ay(D,F)={f:D—F: uofeA,(D)VueF'}.

We wish to investigate the linearization theorem
in the weighted spaces of F-valued functions in a
weak sense

AGW(D,F) =
{f:D—=F: uofeAg,(D)VueF}

We will use these result as one of main tools to
study the problem of Tauberian convergences which
is to look for additional properties to ensure that ev-
ery sequence/net of F-valued functions defined and
converging on a subset of D is convergent entirely on
D. The classical theorem of Vitali is an important ex-
ample on the Tauberian convergence for holomorphic
functions. For a sequense { f,, }m>1 of scalar-valued
holomorphic functions which is uniformly bounded
on compact subsets of a domain D in C™ the theorem
says that if it is pointwise convergent to a function
f on asubset X of D then it converges uniformly on
compact subsets of D whenever X is not contained
in any complex hypersurface.

In 2000, Arendt and Nikolski proved Vitali’s the-
orem for nets of Banach-valued, one-complex vari-
able holomorphic functions in the case where the
small subset has an accumulation point (see ! [The-
orem 3.1]). They gave an easy direct proof based
on the theorem on very weakly holomorphic and
the uniqueness theorem. After that, more general,
in 2013 Quang, Lam and Dai 2 have introduced the-
orems of Vitali-type for sequences, which are locally
bounded as well as are bounded on bounded subsets,
of Fréchet-valued holomorphic functions on a domain
in a Fréchet space (see 2 [Theorems 6.1, 6.2, 6.3
and Corollaries]). The tools of linear topological
invariants, introduced and investigated by Vogt

3,45

(see , were used in their proofs.

Very recently, Dieu, Manh, Bang and Hung ° are
concerned with finding analogues theorem of Vitali
in which the uniform boundedness of the sequence
under consideration is omitted. A possible approach
is to impose stronger mode of convergence and/or
the size of the small subset. The versions of Vitali
theorem for bounded holomorphic functions and ra-
tional functions that are rapidly pointwise conver-
gent on a non-pluripolar subset of a domain in C"

have been considered in their work. Here the speed of
approximation is measured in terms of the growth of
the sup-norms of functions. Motivated by the prob-
lem of finding local conditions for single-valuedness
of holomorphic continuation, Gonchar 7 proved that
a sequence of rational functions {r,,}m>1 in C”
(degr, < m) that converges rapidly in measure
on an open set X to a holomorphic function f de-
fined on a bounded domain D (X C D) must con-
verge rapidly in measure to f on the whole domain
D. Much later, by using techniques of pluripotential
theory, in 8 [Theorem 2.1] Bloom was able to prove
an analogous result in which rapidly convergence in
measure is replaced by rapidly convergence in capac-
ity and the small subset X is only required to be
compact and non-pluripolar.

Most recently, the problem on rapidly Tauberian
convergence for sequences of polynomials have been
studied by Quang, Vy, Hung and Bang ? based on
their researchs on Zorn spaces. They establish some
results on the holomorphic extension of a Fréchet-
valued continuous function f to an entire function
from some non-polar balanced convex compact sub-
set B of a Fréchet space whenever f is approximated
fast enough on B by a sequence of polynomials.

In this paper, we use the linearization tech-
nique of weighted holomorphic functions to investi-
gate the Tauberian convergence of sequences/nets in
H,(E,F) and A,(D, F) as well as the holomorphic
extension of weak-type holomorphic functions from
a small subset of D in the weighted space A, (D, F),
where F, F' are Fréchet spaces.

The organization of the article is as follows.

We set up review in Section 2 some notations and
terminologies of functional analysis, of holomorphic
functions on locally convex spaces and of weighted
spaces of holomorphic functions pertaining to our
work. Some linear topological invariants of Fréchet
spaces introduced and investigated by Vogt and some
results on pluripolar/non-pluripolar sets are also re-
called in this section.

In Section 3, we modify the method of Mujica in
10 to obtain Theorems 3.2 which permit to identify
Ac (D, F) with F-valued continuous linear map-
pings from a dense subspace ng( D) of the pred-
ual space P4, (p). Recent works of Carando and Zal-

12

duendo ', and of Mujica ' are devoted to get lin-
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earization results for (unweighted) spaces of holo-
morphic functions between locally convex spaces;
and of Beltréan 3 for weighted (LB)-spaces of entire
functions on Banach spaces.

Based on the results from the previous work, in
Section 4 we will investigate the problem on Taube-
rian convergences for sequences/nets in weighted
spaces Hg (E, F) and Ag (D, F).

The first part of the section, we present some
notations and state (without proofs) theorems on
Zorn’s property for the space (Ep,7g), where Ep
the linear hull of some compact, absolutely convex
subset B of a Fréchet space E and the topology
7 on Ep is induced by the topology of E. The
proofs of these results are analogous to the those en-
countered in the recent work of Quang and his col-
leagues ?. We devoted to the study of the Tauberian
convergence of sequences of Fréchet-valued Gateaux
holomorphic functions on a dense subset of a do-
main in a Fréchet space and holomorphic extension
of the limit function in weighted space. Combining
the results on (BB)-Zorn spaces with the lineariza-
tion theorems, we give the conditions under which ev-
ery bounded sequence { f,, }men of holomorphic func-
tions in Hg,,((Ex,7g), F) is convergent to a func-
tion f € Hgo((Ek,Tg), F) uniformly on the com-
pact subsets of (Ef,7r) whenever {f,}men con-
verges at every point of K where 75 is the topol-
ogy of Ef induced by the topology of E. Moreover,
the function f admits a holomorphic extension in
H,(E,F) if it is continuous at a simple point in K
(Theorems 4.3, 4.4).

2. PRELIMINARIES
2.1. General notations

Standard notations of the theory of locally convex
spaces as presented in the book of Schaefer * will be
used in the paper. A locally convex space is always a
complex vector space with a locally convex Hausdorff
topology.

We always assume that the locally convex struc-
ture of a Fréchet space E is generated by an increas-
ing system {|| - ||x}ren of semi-norms. Then we de-
note by Fj, the completion of the canonically normed
space E/ker |||k, by wg : E — Ej, the canonical map

and by Uy the set {z € F : ||lz|x < 1}. Sometimes
it is convenient to assume that {Uj }ren is a neigh-
bourhood basis of zero (shortly U(FE)).

If B is an absolutely convex subset of E we de-
fine a norm | - [|3; on E’, the strongly dual space of
E with values in [0, +-o0] by

Jully = sup{|u(z)|,z € B}.

Obviously | - || is the gauge functional of B°.
Instead of || - [|7;, we write || - [[;. By Ep we denote
the linear hull of B which becomes a normed space
in a canonical way if B is bounded.

2.2.  Some linear topological invari-
ants

We say that a Fréchet space E has the property (£2),

and write E € (Q), if
VpIgd>0VE3C >0 such that
13 < Ol TR 157

For B € B(E), the family of closed, bounded,
absolutely convex sets in F, we say that E has the
property (Qp), and write E € (Qp), if

V' p3q,d,C>0 such that
*14+d * *d
-G < el sl 15
The above properties have been introduced and in-
vestigated by Vogt 342,
Note that in '® Dineen, Meise and Vogt proved

that £ € (©) if and only if there exists B € K(E)
such that £ € (2p) where K(F) is the family of
compact, absolutely convex subsets of E.

2.3. Weighted spaces of holomorphic
functions

Let E/ and F' be locally convex spaces and D be a do-
main in E. A function f: D — F is called Gateauz

holomorphic if for every a € D,;b € E and ¢ € F’,
the C-valued function of one complex variable

A (po f)(a+ Ab)
is holomorphic on a neighborhood of 0 € C.

The function f is said to be holomorphic if it is
Gateaux holomorphic and continuous.

8 | Tap chi Khoa hoc - Truong Dai hoc Quy Nhon, 2020, 14(5), 5-15
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By H(D, F) (resp. Ha(D, F)) we denote the vec-
tor space of all holomorphic (resp. Gateaux holomor-
phic) functions on D with values in F. The space
H(D, F) equipped with the compact-open topology
70. We use Hy(E, F) to denote the space of holomor-
phic functions from E into F' which are bounded on
every bounded set in E, and Hy,(E, F') to indicate
the set of holomorphic functions which are bounded
on rU for some neighbourhood U of 0 € E and for
all 7 > 0. Note that Hy,(E, F') C Hy(E, F).

Instead of H(D,C), Hg(D,C), Hy(E,C),
Hub(E7(C) we write H(D), Hg(D), Hb(E), Hub(E)
respectively.

For details concerning holomorphic functions

on locally convex spaces, we refer to the book of

Dineen.!6

For a domain D in E, a weight v : D — (0,00)
is a continuous function which is strictly positive.
Denote Hy(D, F')

:={f e H(D,F): (v.f)(D) is bounded on D};
Hy(D) := Hy(D,C)
={feHdD): |fl.:= sup v(z)|f(2)] < ook;
Hg.(D, F)
= {f € Ho(D,F) : (v.f)(D) is bounded on D};
Hg (D) = Heo(D,C)

= {1 € Ha(D): f]l = sup (@)l f(z)] < oc.

The space H,(D,F) equipped with the topol-
ogy generated by the family {||- [lv,p }pecs(r) of semi-
norms. Then H, (D, F) is complete whenever F' is
complete, in particular, it is Banach if F' is Banach.
It is easy to check that

HU(D7F) = m Hv(Dva)
pecs(F)
where F), is the completion of the canonically normed
space F'/ ker p.

2.4. Pluripolar sets

Let D be an open subset of a topological vector
space . An upper-semicontinuous function ¢ : D —

[—00, +00) is called plurisubharmonic, and write ¢ €
PSH(D), if for every a € D and b € E the function

A p(a+ Ab)

is subharmonic as a function of one complex vari-
able on a neighborhood of 0 € C. For example, if
f € H(D,F), where D is an open subset of a lo-
cally convex space and F' is a vector space with a
seminorm || - || then the function z — log|/f(z)| is
plurisubharmonic on D.

Definition 2.1. A subset B C D is said to be
pluripolar in D if there exists a ¢ € PSH(D) such
that ¢ # —o0 on any connected component of D and

ol p = —o0.

It is clear that the union of a finite number
of pluripolar sets is pluripolar. We should say that
pluripolar sets in infinite dimension space can be
complicated. For example, there exist Fréchet spaces
in which every bounded sets is pluripolar.

In the case where dim E < 0o, a fundamental re-
sult of Josefson (see 17, [Theorem 4.7.4]) says that the
function ¢ above can be chosen to be globally defined
on E. That means a subset X of CP is pluripolar if
and only if there exists p € PSH(CP), ¢ # —o0 such
that

XC{zeC?: ¢(z) = —o0}.

Polarity of subsets in infinite dimensional spaces has
been dealt with in detail in many places, and the
reader is refered to 1>18:19 for further details.

3. LINEARIZATION OF WEIGHTED
SPACES OF GATEAUX HOLOMORPHIC
FUNCTIONS

Let A,(D) be a subspace of H,(D) such that the
closed unit ball B4 (p) is compact for the topology
7o. Note that this condition implies that A4,(D) is
norm-closed and hence Banach because H, (D) is Ba-
nach. First, we present two illustrative examples for
this assumption in the next section.

In 2! [Theorem 7] Jordé showed that if, for m €
N, the space Z(™E) of continuous m-homogeneous
polynomials on a Fréchet F, endowed with its norm
topology, is contained H, (D) then the closed unit
ball of Z(™E) is compact for the topology 7o.

Journal of Science - Quy Nhon University, 2020, 14(5), 5-151 9
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Now, we present another illustrative example.
For each f € H(D) we consider the Taylor series
representation at zero

[e9]
)=> (A=), z€D,
k=0

where Ppf is a k-hemogeneous polynomial, k =
0,1,... The series converges to f uniformly on each
compact subset of D.

Now given a sequence a := {ay },>0 C C\ {0}.
For each k > 1, let us denote |af; = ZZ:O|am|.
For each n > 0, consider the linear operator C,,
H,(D) — H,(D) given by

n

Z(akak:Pf ) z€D.

H”ko

(Cnf)(z) =

In 20 [Proposition 4] Quang showed that if, for D
is a balanced, bounded open set in a Fréchet-Montel
space F having the (BB)s-property, v is a weight
on D which is radial and vanishes at infinity out-
side compact sets of D, and A,(D) is defined by
(2). Then, the closed unit ball of (4,(D),7,) is To-
compact.

22 [Theorem 2.2.1] Vy have given linearization
theorem for weighted holomorphic functions between
locally convex spaces as follows.

Proposition 3.1. Let v be a weight on a domain D
in a metrizable locally convex space E and A, (D) be
a subspace of H,(D) such that the closed unit ball is
To-compact. Then there exist a Banach space Py, (p)
and a mapping 6p € H(D, Py, (py) with the follow-
ing universal property: For each complete locally con-
vex space F, a function f € A,(D,F) if and only if
there is a unique mapping Ty € L(Py, (py, F) such
that Ty o 0p = f. This property characterize Py (p)
uniquely up to an isometric isomorphism.

Moreover, the mapping

d:feA(D,F) = Ty € (L(Pa,(p), F), )

= lim (L(Pao) Fy)
pecs(F)

s a topological isomorphism.

By the Ng Theorem ?* [Theorem 1] the evalua-
tion mapping

T (Ay(D), || - llv) = (Pa,(p))

given by
(Jf)(u) =u(f) Vu€ Pa,(p)

is a topological isomorphism. Hence, the space
Py, (p)y is called the predual of A,(D).

Now we consider the above result for weighted
Gateaux holomorphic functions.

Let D be an open subset of metrizable locally
convex space E. Denote .Z(F) the family of all fi-
nite dimensional subspaces of E. By Proposition
3.1, for each Y € F(E) there exists a unique map
py € L(Pa,(pny), Pa,(p)) such that the following
diagram is commutative

id

DnY ——=D (3)
léDﬁY dp
Pa,(pnv) it P, (p)

where id is the identity mapping and P4, (pny) de-
notes the predual of A,(DNY).

If Y,Z € Z(E) such that Y C Z, then by
Proposition 3.1 again, there exists a unique map
pzy € L(Pa,(pny)s Pa,(pnz)) such that the follow-
ing diagram is commutative

DNY i DNZ

Spny i&mz

p
Py, by — P, (pnz)

It follows that pz o pzy
Denote

= py whenever Y C Z.

P3.p) = U py (Pa,(pny))
YeF(E)
and equip ng (D) with the topology induced by
Py, (p)-
Let Ag (D) be a subspace of Hg,, (D) such that
the closed unit ball is compact for the topology 7g.
For each complete locally convex space F, we put

Ago(D,F):={f:D—F: uof € Ag,(D)Yu € F'}.

10 | Tap chi Khoa hoc - Truong Pai hoc Quy Nhon, 2020, 14(5), 5-15
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Theorem 3.2. Under the assumptions of Proposi-
tion 3.1,

(a) ng(m is a dense subspace of Py, (py;

(b) op € H(D-,Pf;U(D));

(¢) For each complete locally convex space F, the
function f € Ag (D, F) if and only if there
erists a unique linear mapping T’ PEMD) —
F such that Ty o dp = f. Moreover, Ty is con-
tinuous if and only if f is continuous.

Proof. (a) By #? [Theorem 3.1] we have dp : D —
Py, (p) be the evaluation mapping given by

5[)(1‘) = (Sm

with d, is the evaluation, that means d,(g) := g(z)
for all g € A,(D); then, we have

span{d, : = € D} is a dense subspace of Py, (p).
@)
By the commutative diagram (3), d, € ng( p) for ev-
ery x € D. Thus, by (4), ng(D) is dense in Py, (p).
(b) It is known that dp € H(D,Py4,(p)) (see
Proposition 3.1) and dp(z) € ng(D) for all z € D.
For each z € D we write

0p(2) =Y Pudp(2).

Thus, in order to prove ép € H(D, ng(D)) it suffices
to check that

Paop(a) € P("E, P (p))

for every a € D and n € N, where P(”E,PSU(D))
denotes the vector space of all continuous n-
homogeneous polynomials from E into ng( Dy

Fixae D,neNandt e E. Let » > 0 such that
a+nteDforallne A, ={\eC: |\ <r}and
let Y € #(F) which is generated by a and ¢. Then,
it follows from the commutative diagram (3) that

1 dpla+nt
Paboa)(t) = 5 [ L fwl )
nl=r

:L/ Py ©dpny (a+1t) ,
210 Jigj=r U !

=Dy (PnéDﬁY)(a) (t)’

and hence P,0p(a)(t) € py (Pa,(pav)) € P} (p)-

(c) First, given a function f : D — F. As
sume that there exists a unique linear mapping

Ty - PXU(D) — F such that Tf o 6p = f. Then,
the commutative diagram (3) implies that Ty ; o
Opny = f}Dm, for every Y € F(E), where Ty j :=

Tf\py (Pasiomry) € L(P4,(pny), F). By Theorem 3.1,
flpny € Au(DNY,F). Hence f € Ag (D, F).

Conversely, for each f € Ag (D, F) and Y €
F(E), the function fy := f!DﬁY e A,(DNY).
By Theorem 3.1, there is a unique map Ty €
L(PA,U(DQY)7F) such that Ty odpry = fy . Y, Z €
F(F) with Y C Z, the following diagram is commu-
tative

DNy — . pnz-—“ . p

léDmY léDﬁZ lf

T
Py, (pny) Rl Py, (pnz) —F
This implies that Tz o pzy = Ty whenever Y C Z.
Thus, there is a linear map T : PBMD) — F such
that T o py = Ty for each Y € .Z(X). Since
Ty odpny = fy we obtain T o §p = f.

If we can find S : PBL,(D) — F such that
Toép = f then Sopy =Ty = T o py for every
Y € Z(E). This yields S =T.

Finally, since f = T o dp, it is obvious that f is
continuous if T' is continuous. The converse inclusion
follows from Theorem 3.1.

Now, note that a family F C A,(D,F) is
bounded if and only if it is amply bounded, that
means the family {w, o f : f € F} is bounded in
Ay (D, F,) for all p € ¢s(F), where wy, : F — F, is
the canonical map.

Proposition 3.3. Under the assumptions of Propo-
sition 3.1, a family {f;};jer C Ay(D,F) is bounded
if and only if the corresponding family Ty, C
L(Pa,(py, F) is equicontinuous.

Proof. Let {T}, }je; be the corresponding family
of {fj}jer, that is f;(z) = T}, (d,) for each x € D
(see Proposition 3.1). Let D¥ := {v(x)d, : x € D} C
PA,, (D)-

Assume that {7y }jer C  L(Pa,p), F) is
equicontinuous. Then for each p € c¢s(F') there ex-
ists C}, > 0 such that

Toyor, (D) = {0(e)(wy © ;)() @ € D)

Journal of Science - Quy Nhon University, 2020, 14(5), 5-15 | 11
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C C’pBFp VJ el
where B, is the unit ball of F),.

‘We now note that

(D3)*° = B,

denotes the closed balanced convex
()0, : x € D}in Py (p

acx( = BPAU(D) (5)

o) =
where acx(D})
hull of D} :={v
have

y- Thus, we

Twpofj (BPAU(D)) =T, of(ﬁ(D*))
C acx(Tw,0f, (D))
C CpBFp VJ el
This implies that the family {w), o f;};er is bounded

for all p € cs(F), hence the family {f;}jer is
bounded.

Conversely, take a 0- neighbourhood Vin F. We
can assume that V := e (2, w, ' (B, ). By the hy-
pothesis, for each p;, 1 <i < m, there ex1sts Cp, >0
such that

{v(z)(wp, o fj)(x) 1z € D} C eC, i(BFm) Viel
and hence
{v(z)fj(x):zeD}CV Vjel.
Then we have

Ty,(Dy) = {v(x)Ty,(62) : x € D}

={v(z)fj(x):zeD}CV Vjel.

Consequently,

Tfj (BPAU(D)) = Tfj (ﬁ(D:)) C Vv V] el
and the proposition is proved.

The following is a consequence of Theorem 3.2
and Proposition 3.3.

Corollary 3.4. Under the assumptions of Theorem
3.1, a family {f;}jer C Ag»(D, F) is bounded if and
only if the corresponding family Ty, C L(ng(D)., F)
1S equicontinuous.

4. TAUBERIAN CONVERGENCES IN
WEIGHTED SPACES OF GATEAUX
HOLOMORPHIC FUNCTIONS

We will apply the results of the previous section to in-
vestigate the problem on Tauberian convergences for

sequences/nets as well as the extension of limit func-
tions in weighted spaces H,(E, F) and A, (D, F).

First, we present some notions which will be
needed in subsequent sections.

A subset M C D is said to be a set of uniqueness
for A, (D) if each f € A,(D) such that f{M = 0 then
f=0.

A subset M C D is said to be sampling for
Ay(D) if there exists a constant C' > 1 such that
for every f € A,(D) we have

sup v(2)|f(2)| < C sup v(z)|f(2)]-

zeD zeM

(6)

Remark 1. For M C D, denote M; := {v(z)d, : = €
M} C Bp, ., where Bp, ., denotes the unit ball
of PAL.(D)~

1. Since the closed unit ball By, (p) of the space
A,(D) is mp-compact, by the Hahn—Banach
theorem, it is easy to check that the follow-
ing are equivalent:

(i) M is a set of uniqueness for A,(D);
(i) M} is separating in A,(D);

(iif) (M) := spanM; is o(Pa,(p), As(D))-
dense.

2. For the norm given by |[fllme =
sup, s v(2)|f(2)] on A, (D), it is obvious that
the following are equivalent:

(i) M is sampling for A,(D);
(i) [ flo 2 [+ [lar,0 on Ay (D).

3. Obviously, if M is sampling for A,(D) then
M is separating in A, (D), hence, M is a set
of uniqueness for A, (D).

Now, we state Theorems of Zorn type which will
be needed in subsequent sections.

Definition 4.1. A locally convex space E is said to
be (BB)-Zorn space (or, to have (BB)-Zorn Prop-
erty) if for every open subset D of E, every [ €
H¢ (D) which is bounded on bounded sets in D and
continuous at a single point of D is holomorphic
on D.

12 | Tap chi Khoa hoc - Truong Pai hoc Quy Nhon, 2020, 14(5), 5-15
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In ?, Quang and his colleagues have investigated
the Zorn property of the linear hull of some convex
balanced compact subset B of a Fréchet space. In the
same way as in ? we get the following.

Theorem 4.1. Let E be a nuclear Fréchet space
with the topology 75 and E € (). Then there e-
ists K € K(E) such that (Ex,7g) is a (BB)-Zorn
space. Moreover, for every domain D in E we have

Hy(D(K),75) = Hy(D)

where D(K) := DN Ek.
In particular, H(Ex,Tr) = H(E) = Hy(E).

Theorem 4.2. Let E be a Fréchet-Schwartz space
with an absolute Schauder basis and the topology Tg
and E € (Q). Then there ezists a non-pluripolar set
K € K(E) such that (Ex,Tg) is a (BB)-Zorn space.

Moreover, for every domain D in E we have
Hy(D(K),75) = Hy(D)

where D(K) := DN Ek.
In particular, Hy(Ex,Tr) = H(E) = Hy(E).

Note that, under the assumptions of F the set K
is non-pluripolar (see '3 [Theorem 9]).

The first results of this section are concerned
with the weighted Tauberian convergence of se-
quences of Gateaux holomorphic functions in a space
(Ex,7g), where Ef the linear hull of some K €
K(E) where the topology 7 on Ef is induced by
the topology of a Fréchet space E.

Theorem 4.3. Let E,F be Fréchet spaces and v
be a weight on E. Assume that E is nuclear with
the topology 5 and E € (ﬁ) Then there ex-
ists a non-pluripolar set K € K(FE) satisfying the
following: if {fm}men is a bounded sequence in
Heo((Ex,mE), F) such that { fm }men is convergent
at each z € K to a function f which is continuous at
some xo € K then f has an extension f € H,(E, F)
and { fm}men is convergent to f uniformly on the
compact subsets of (Ex,TE).

Proof. By Theorem 4.1 there exists a non-
pluripolar K € KC(E) such that (Ex,7g) is a (BB)-
Zorn space.

First, without loss of generality we may as-

sume that Z((Ex,7g)) = {Q1,...,Qn, ...} where

dim@, = n and Q, C Qui1 C (Ek,7r) for all
n € N. Then

(Bx,7e) = |J @n-

neN

Since dim @, = n < oo, by Montel’s theorem,
the closed unit ball B, , of H,(Q,) is mo-compact.
As in Theorem 3.2 we denote

0 R
P (prere) = | Pan(Pr, ()
neN

and equip PIO{U( Fic.p) with the topology induced by

the predual PHv(EKJE) of HU(EK, TE).

Let {fm}men be a sequence as in the theo-
rem. From Theorem 3.2 there exists a sequence
{T}, }men C L(PJQIU(EK,TE)’ F)such that Ty, o0, =
fm for all m € N.

Then, since {fm bmen is bounded, it follows from
Corollary 3.4 that {TY, }men is equicontinuous.

Then the topology of pointwise convergence on
Py, (Ex ) coincides with the topology of point-
wise convergence on (Ex,7g); by ' [39.4(1)].
Thus {T;}jer is pointwise convergent to T €
L(Py, (g +p)» F')- The convergence is uniform on the
compact subsets of Plgh ) by 24 [39.4(2)].

By Proposition 3.1 there exists f* €
He ((Ex,7g), F) such that f*(x) = T(0,) for all
r € Eg. It is obvious that {f;};cs is convergent to
f*. On the other hand, the function dg, : z — d, is
holomorphic (see Proposition 3.1) and then contin-
uous. Thus, if L C Ep is compact then {d, : z € L}
is compact in Py, (g, ). It follows that {f;};es is
convergent to f* uniformly on the compact subsets
of (Ex,7g). It is obvious that f* = f on K.

(Ex,TE

On the other hand, since K is not pluripolar, by

15 [Theorem 2] E € (Q). It implies that Ef is dense
in F.

Then, because f is continuous at some zy € K,
by Theorem 4.1, uo f* € H,(Ex,7g) for all u €
F’. Consequently, it follows from Theorem 4.1 that
uo f* € H(Eg,p) admits an extension ff € H,(E)
for all u € F.

Now, because E € (Q), by 2° [Lemma 2.2], K
is a set of uniqueness for H(E), hence, it is also of
uniqueness for H,(E).

From Remark 1, (KI) := spanK} is
0(Py, (g), Hy(E))-dense, and hence it is norm-dense.
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Put T: (K?) — F, T(8,) := f*(a).
Since F’ is separating, T is well defined.

Let = )",y apv(k)ds, € Bk, the unit ball
of (K}). For each u € F' we have the estimate

Ta; u)| = ‘<ZO¢W i) f
(3 vl uo £Y)
k=1

< lwo f -

*(wp),uo f* >‘

This means that ’f(B<K;>) is o(F, F')-bounded
and then it is bounded. Thus, T is a bounded linear
mapping.

Since (K) is norm-dense in Py, (g
tendftoT:PH( y = F.

Flnadly7 by applying Proposmon 3.1 there exists
unique f € H,(E,F) such that T o dp = f. Obvi-
ously, f ffon Fg.

) we can ex-

From Theorem 4.2, as Theorem 4.3, we have

Theorem 4.4. Let E F be Fréchet spaces and v
be a weight on E. Assume that E is Schwartz with
an absolute Schauder basis and the topology T and
E € (Q). Then there exists a non-pluripolar set
K € K(E) satisfying the following: if {fm}men 18
a bounded sequence in Hg ,((Ex,7g), F) such that
{fm}men is convergent at each x € K to a function
f which is continuous at some xy € K then f has an
extension fe H,(E,F) and {fm }men is convergent
to a function f uniformly on the compact subsets of
(EK, TE).
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Thac trién chinh hinh cta cac ham chinh hinh yéu
trong khéng gian cé trong cua cac ham chinh hinh

Nguyén Van Dai

Khoa Todn va Thong ké, Truong Dai hoc Quy Nhon, Viét Nam
Neay nhdn bai: 17/09/2020; Neay ding bai: 17/10/2020

TOM TAT

Cho v 13 mot trong trén mot mién D trong khong gian 16i dia phuong kha métric E va F 1a
khong gian 16i dia phuong day du. Ky hieu H, (D, F) 1a khong gian c¢6 trong clia cac ham chinh
hinh trén D nhan gia tri trong F' va A, (D) la khong gian con ctia H,(D,C) sao cho hinh cau
don vi déng ctia n6 la compact theo topo compact mdé. Trong bai bao nay, ap dung mot dinh
Iy vé tuyén tinh héa trong khong gian c6 trong cdc ham chinh hinh, ching toi dua ra cac diéu
kien déi vé6i cac tap M € D va W C F’ dé mdi ham f : M — F dudc thac trién chinh hinh dén

D néu uo f ¢6 mot thac trién chinh hinh dén D véi méi v € W.

T khéa: Tuyén tinh héa, khong gian 107 dia phuong, bat bién topo tuyén tinh, chinh hinh vo

han chiéu, ham chinh hinh.

"Tac gia lién hé chinh.
Email: nguyenvandai@qgnu.edu.vn
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ABSTRACT

Let v be a weight on a domain D in a metrizable locally convex space E and F' be a complete

locally convex space. Denote H, (D, F) the weighted space of F-valued holomorphic functions
on D, and A, (D) is a subspace of H,(D,C) with the closed unit ball which is compact for the open-

compact topology. Using a linearization theorem of weighted spaces of holomorphic functions

in this paper, we set up characterizations for M C D and W C F’ such that every function

f M — F can be holomorphically extended to the whole domain D in the case u o f admits a

holomorphic extension to D for every u € W.

Keywords: Linearization, locally convex spaces, topological linear invariants, infinite- dimen-

stonal holomorphy, holomorphic functions

1. INTRODUCTION

Let E, F be locally convex spaces and D a
domain (open, connected set) in E. Holo-
morphic functions on D with values in
I are useful in analytic functional cal-
culus and in the theory of 1-parameter
semigroups. As far as we know, in func-
tional analysis, essentially two approaches
to analyticity of vector-valued functions
are through the notions of a (very) weakly
holomorphic and a (strongly) holomorphic
function, and the first way is easier to
check in practical examples. Here, a func-
tion f: D — F is (very) weakly holomor-
phic if wo f is holomorphic for each u € F’.
It is known that holomorphic functions
are always (very) weakly holomorphic. It
seems that the first answer of the question

“Corresponding author.
Email: Nguyenvandai@gnu.edu.vn

“what conditions decide the holomor-
phy of a (very) weakly holomorphic func-
tion” belongs to Dunford,! who proved
that the class of Banach-valued (very)
weakly holomorphic functions defining on
a domain in C satisfies the requirement.
Grothendieck ? extended the result for
the case the underlying spaces are qua-
sicomplete. The assertion, in fact, is true
in the case where E, F' are Hausdorff lo-
cally convex spaces and E is metrizable
(see ® [Theoréme 1.2.10]). Then, it is nat-
ural to ask (addressed by Grosse-Erdmann,
45 Arendt and Nikolski %) whether or not
(proper/smallest) subsets W of the dual
F' of the underlying spaces F' such that
a function f is holomorphic whenever f
is (not very) weak holomorphic, i.e. uo f
is holomorphic for all v € W. In other

18 | Journal of Science - Quy Nhon University, 2020, 14(5), 17-26
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words, we have to determine the minimal
assumptions under which a weakly holo-
morphic function is (strongly) holomor-
phic as well. Arendt and Nikolski consid-
ered this problem when D C C and F' is
a complex Banach space. Let W C F’ be
a subset and o(F, W) be the weak topol-
ogy on F induced by W. A result in 6
claimed that a o(F, W)-holomorphic func-
tion f : D — F' is holomorphic if and
only if W determines boundedness, in the
sense that each o(F, W)-bounded set in F
is bounded. If f : D — F' is additionally
assumed to be locally bounded then f is
holomorphic when W is just a separating
subspace of F’. A generalization of this re-
sult to the case where F' is a locally com-
plete locally convex space was obtained
by Grosse-Erdmann.® Under additional
assumptions that F and F satisfy some
linear topological invariants, in 7, Hai ex-
tended the results of Arendt and Nikolski
in  for the case where f defines on an
open set D either in a Schwartz-Fréchet
space E € () with values in a Schwartz-
Fréchet space F' € (LBy) or in C with
values in a Fréchet space F' € (LBy) 7
[Theorems 4.1, 4.2]. Note that, in the case
of E = C the hypothesis “Schwartz” for
F' is superfluous. Recently, Quang, Lam
and Dai ® have considered the above prob-
lem in the cases where Fréchet spaces E, F'
have stronger conditions, £ € (£2) and
F € (LBy) or F € (DN); but the locally
boundedness of f is dropped to a weaker
property, the boundedness on bounded
sets in D.

This question is closely related to the
problem of holomorphic extension. One of
the extension results given by Bogdanow-
icz Y through weak extension says that
a function f defined on a domain D; in
C with values in a sequentially complete,

complex locally convex Hausdorff space F'
such that u o f can be holomorphically
extended to a domain Dy D D; for each
u € F', must admit a holomorphic exten-
sion to D,.

More recently, Grosse - Erdmann,®
Arendt and Nikolski,® Bonet, Frerick and
Jorda,® Frerick and Jorda,!'* Frerick,
Jorda and Wengenroth 2 have given re-
sults in this way but with requiring ex-
tensions of w o f only for a proper sub-
set W C F’ and the conditions on D;
are smoother. Also, Laitila and Tylli 3
have recently discussed the difference be-
tween strong and weak definitions for im-
portant spaces of vector-valued functions.
Most recently, this problem is also investi-
gated for more general cases, for instance,
on Fréchet spaces with the linear topolog-
ical invariants by Quang, Lam and Dai,?
Quang and Dai;'*' and for weakly mero-
morphic functions by Quang and Lam
16,17

The aim of this paper is to investigate
the holomorphic extension of holomorphic
functions in a subspaces of the weighted
space H,(D,F) of weakly-type holomor-
phic functions of a between locally convex
spaces given by

A, (D, F) =

{f:D—=F: uofeA,/(D)Vue F'}.

The rest of the paper is organized as
follows. Section 2 presents some prelim-
inaries. The main results will be intro-
duced in Section 3. We give the condi-
tions for subsets W C F’ under which ev-
ery F-valued function f can be extended
(unique) to a function f € A, (D, F) from
a (thin) subset of uniqueness (Theorems
3.2, 3.3) and from a (fat) sampling subset
(Theorem 3.4) M of D whenever uo f ad-
mits a unique extension f, € A,(D) for

Journal of Science - Quy Nhon University, 2020, 14(5), 17-26 | 19
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all u e W.

The main tool for our proofs will be the
linearization theorems in A,(D, F) that
has been proven by T. T. Quang et al.

in 18

Our notation for locally convex spaces
and functional analysis is standard and
we refer to the book of Jarchow.! A lo-
cally convex space is always a complex
vector space with a locally convex Haus-
dorff topology.

For more background and details
about the theory of infinite dimensional
holomorphy we refer to 2 and the refer-
ence given therein.

2. PRELIMINARIES
2.1. General notations

We always assume that the locally convex
structure of a Fréchet space FE is generated
by an increasing system {||-||x } xen of semi-
norms. Then we denote by Ej the com-
pletion of the canonically normed space
E/ker |||k, by wg : E — E} the canonical
map and by Uy the set {z € E : ||z||; <
1}. Sometimes it is convenient to assume
that {Uy }ren is a neighbourhood basis of
zero (shortly U(E)).

If B is an absolutely convex subset of
E we define a norm || - || on E’, the
strongly dual space of E with values in
[0, +00] by

lullp = sup{[u(z)[,» € B}.

Obviously || -]|5; is the gauge functional
of B°. Instead of || - ||;, we write || - ||}
By FEp we denote the linear hull of B
which becomes a normed space in a canon-
ical way if B is bounded. The space F is
called locally complete if for every abso-
lutely convex, closed and bounded B of £
the space Ep is Banach.

Definition 2.1. Let F' be a locally convex
space. A subset W of F’ is called

e separating if u(z) = 0 for each u €
W implies x = 0. Clearly this is
equivalent to the span of W be-
ing weak*-dense (or dense in the co-

topology);

o determining boundedness if every
subset B C F is bounded when-
ever u(B) is bounded in C for all
u € W. This holds if and only if ev-
ery o(F,spanW)-bounded set is F-
bounded. Obviously, the linear span
of such sets is o(F”, I')-dense;

Clearly, if W C F’ determines bound-
edness in F” then W is separating.

2.2. Weighted spaces of holomorphic
functions

Let E and F' be locally convex spaces and
D be a domain in E. By H(D, F) we de-
note the vector space of all holomorphic.
Instead of H(D,C), we write H(D).

For a domain D in E, a weight v : D —
(0,00) is a continuous function which is
strictly positive. The space

H,(D,F):=
{f e H(D,F): (v.f)(D) is bounded on D}
={feH(D,F):
[ £llep = supv(z)p(f(w)) < o0
Vp € es(F)}

equipped with the topology generated by
the family {|| - ||vp}pecs(r) of semi-norms.
Then H,(D, F) is complete whenever F' is
complete, in particular, it is Banach if F'
is Banach. It is easy to check that

HU(D7F>: I&H Hv(Dva)

pEcs(F)

20 | Tap chi Khoa hoc - Truong Pai hoc Quy Nhon, 2020, 14(5), 17-26



SCIENCE

QUY NHON UNIVERSITY

where F, is the completion of the canoni-
cally normed space F'/ ker p.
We also write
H,(D):=H,(D,C) =
—{fc H(D):
[fllo == supv(z)|f(x)] < oo}.
zeD
Remark 2.1. In the case F is metrizable
we have

H(D,F) = H(D, F),
={f:D—F: uofeHD)VuelF'"}

(see 3 [Theorem 1.2.10], also (** [Example
3.8(g)))-

Let A,(D) be a subspace of H,(D)
such that the closed unit ball By, (p) is
compact for the topology 7. Note that
this condition implies that A, (D) is norm-
closed and hence Banach because H,(D)
is Banach.

In 2! [Theorem 7] Jorda showed that
if, for m € N, the space Z(™FE) of con-
tinuous m-homogeneous polynomials on a
Fréchet E., endowed with its norm topol-
ogy, is contained H,(D) then the closed
unit ball of Z("FE) is compact for the
topology 7.

Another illustrative example of
A,(D, F) has been built by Quang in 2.
We briefly sketch this example as follows.

Let D be a balanced, bounded open set
in a Fréchet space E. Let v be a weight on
D satistying the following conditions:

(i) v is radial in the sense that

v(Az) =v(2)

Vze D,VYA€ A :={ e C: |\ =1},

(ii) v wvanishes at infinity outside com-
pact sets of D in the sense, if for ev-
ery € > 0 there exists a compact sub-
set K of D such that |v(z)| < e for
all ze D\ K.

For each f € H(D) we consider the
Taylor series representation at zero

f(2) = (Pf)(), z€D,

k=0
where P,f is a k-hemogeneous polyno-
mial, £ = 0,1, ..

to f uniformly on each compact subset
of D.

Now for each n > 0 we consider the

.. The series converges

linear operator
C,: H,D)— H,(D)

given by Cesaro means C), f of the partial
sums of the Taylor series of f :

CuPE) = —5 > Y (A)(E), 2 € D,

7=0 k=0

Put
Cn,v(D) = CH(HU<D))7

¢.(D) = | CunlD).

A (D) =C,(D)".
Then we have the following

Proposition 2.1 (** Proposition 4).
Let D be a balanced, bounded open set
i a Fréchet-Montel space E having the
(BB)oo-property and v be a weight on D
which vanishes at infinity outside compact
sets of D. Then, the closed unit ball of

(Au(D), || - |lv) is To-compact.

Here, we recall that a locally convex
space F has the (BB),-property if each
bounded subset of ® E is contained in

n,8,7T

ﬁ( & B) for some bounded subset B of
E, where

@B ={r®---®x: z € B}
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and ® FE denotes the space ® E endowed

n,S,7

with the projective topology 7, and ® E

n,s,m

is its completion.

If E has (BB),, for all n we say that F
has (BB)s-property.

3. THE PROBLEM OF WEIGHTED
HOLOMORPHIC EXTENSIONS

In this section we present the main resuts
of the paper. First, we recall the lineariza-

tion theorem which has been proven in %,

Let us denote by P, p) the closed
subspace of all linear functionals u €
. / 1 -
(A”(_D)’H |l,)" such that U‘BAU<D> is 79
continuous.

By the Ng Theorem 23 [Theorem 1] the
evaluation mapping

J: (Au(D), || - ls) = (Paypy)’

given by

(JF)(u) = u(f) VYu€ Pa,p),

is a topological isomorphism. This is why
the space Py, (p) is called the predual of
A, (D).

Theorem 3.1. Let v be a weight on a
domain D in a metrizable locally con-
vex space E and A,(D) be a subspace of
H,(D) such that the closed unit ball is
To-compact. Then there exists a mapping
dp € H(D, Pa,(p)) with the following uni-
versal property: For each complete locally
convez space F, a function f € A,(D,F)
of and only if there is a unique mapping
Tf S L(PAU(D),F) such that Tf odp = f
This property characterize Py, py uniquely
up to an isometric isomorphism.
Moreover, the mapping

Q:feA (D, F)— Ty € (L(Paypy, F), 1)

— lm (L(Pao) Fy)
pEcs(F)

15 a topological isomorphism.

Note that, 0p : D — P4, (p) is the eval-
uation mapping given by

5D($) = 533
with 0,(¢g) := g(z) for all g € A,(D).

First we present some notions which
will be needed in subsequent sections.

A subset M C D is said to be a set of
uniqueness for A,(D) if each f € A, (D)
such that f‘M =0 then f =0.

A subset M C D is said to be sampling
for A, (D) if there exists a constant C' > 1
such that for every f € A,(D) we have

sup v(z)[f(2)| < C'sup v(z2)[f(2)].

z€D zeM

Remark 3.1. For M C D, denote

(3.1)

My ={v(x)d,: v € M} C Bp,

where BpAU(m denotes the unit ball of
1. Since the closed unit ball By, (p)
of the space A,(D) is 1p-compact,

by the Hahn-Banach theorem, it is

easy to check that the following are
equivalent:

(i) M is a set of uniqueness for
A, (D);
(ii) M} is separating in A,(D);
(iil) (M) = spanM;  is
0(Pa,(py, Av(D))-dense.
2. For the norm given by

[flar0 := sup v(2)| f(2)]

zeM

on A,(D), it is obvious that the fol-
lowing are equivalent:

(i) M is a sampling for A,(D);
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3. Obviously, if M is sampling for
A,(D) then M is separating in
A, (D), hence, M is a set of unique-
ness for A, (D).

H : HM,U on AU(D)'

Given a Fréchet space E, an increas-
ing sequence { B, }, of bounded subsets of
E' is said to fix the topology if the polars
{B¢}, taken in E form a fundamental sys-
tem of O-neighbourhoods of E. Let us re-
call the following result.

Lemma 3.1 (Y, Proposition 7). Let
{B.}» be an increasing sequence of
bounded subsets of F'. The following as-
sertions are equivalent:

(i) {Bn}n fizes the topology of F;

(i) F'((Bn)nen)

ness in I

determines bounded-

(tii) spanlJ, B_nJ(F ) determines bound-

edness in F.

Theorem 3.2. Let v be a weight on a
domain D in a metrizable locally convex
space and A,(D) a subspace of H,(D)
such that the closed unit ball By, py s To-
compact. Let M C D be a set of unique-
ness for A,(D). Let F be a complete lo-
cally convex space and W C F' be a sub-
space which determines boundedness in F.
If f: M — F is a function such that
uo f has an extension f, € A,(D) for each
uw € W then f admits a unique extension

fe A (D, F).

Chitng minh. By Remark 3.1, (MY) is
0(Pa,(py; Au(D))-dense, and hence it is
norm-dense.

Now we take a function f : M — F
satisfying the assumptions of Theorem.

Put T : (M) — F, T(J,) := f(x). Since
W is separating, T is well defined.

Let z = ZZ:1 apv(xy)dy, € By, the
unit ball of (M}). For each u € W we have
the estimate

[(Tx,u)|

’<Zakv () f
= ’<;akv(xk)5wk,uof>‘

< [lwo fll..

e )

This means that T(Byy) is o(F, W)-
bounded and then it is bounded. Thus, T’
is a bounded linear mapping. Since (M)
is norm-dense in P4, (p) we can extend T’
to T : Py, (py — F. Now, the proof is com-
plete by applying Theorem 3.1. [

In the case where D is a domain in
a Banach space, by Montel’s theorem, the
closed unit ball By, (p)y of the space H,(D)
is Tg-compact. Therefore, from Theorem
3.1 and Remark 2.1 we get the following:

Corollary 3.1. Let D be a domain in a
Banach space and v be a weight on D and
M C D be a set of uniqueness for H,(D).
Let F be a complete locally convex space
and W C F' be a subspace which deter-
mines boundedness in F. If f : M — F is
a function such that w o f has an exten-
sion f, € H,(D) for each w € W then f
admits a unique extension fe H,(D,F).

Theorem 3.3. Let v be a weight on a
domain D in a metrizable locally convex
space and A,(D) a subspace of H,(D)
such that the closed unit ball By, py s To-
compact. Let M C D be a set of unique-
ness for A,(D). Let F' be a Fréchet space
and W = U, B, C F'" where {B,}, fizes
the topology of F. If f : M — F is a
function such that wo f has an extension
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fu € Ay(D) for each u € W and { f,}uen,
is bounded in A,(D) for all n then f ad-
mits a unique extension f € A, (D, F).

Ching minh. By Lemma 3.1,

= span U _U(F,

determines boundedness in F. For each
u € W we write v in the form

10
u = E ;U
i=1

with u; € EU(F’F), 1 = 1,...,n9. Be-

cause {B,}, is increasing we have u €
> )B_nOU(F/’F) Without loss of gen-
erality we can assume that > % o; = 1.
Then there exists {u)}, C By, such that
u) — wu in the topology o(F’, F). It fol-
lows from the hypothesis that {f,o}x is a
bounded sequence in A,(D) and {f,0(2)}
converges to u(f(z)) for each x € M.
Therefore, by '¥[Theorem 4.3], there ex-
ists fu € Ay(D) such that {f,(z)} con-
verges f,(z) for each x € D. Then, since
we Wis arbitrary, the conclusion is a
consequence of Theorem 3.2. O

Theorem 3.4. Let v be a weight on a
domain D in a metrizable locally convex
space and A,(D) a subspace of H,(D)
such that the closed unit ball Ba,p) s
To-compact. Let M be a sampling set for
A,(D) and W a o(F', F)-dense subspace
of the dual F' of a locally complete locally
convex space F. If f: M — F is a func-
tion such that

sup v(x)p(f(x)) < oo for all p € cs(F)

zeM

(3.2)
and wo f has an extension f, € A,(D)
for each w € W then [ admits a unique
extension f € A,(D, F).

Chiing minh. Consider the Banach space
gl(M) = {Oé = (Ckx)gceM M—C:

lafl ==Y lou] < oo}

xeM

where o, = a(x) and the sum is defined
by

Z || = sup{z || :

zeM TEY

~ a finite subset of M }
Put
O(M?) = {g € Pyt Haw)eens € (1(M) :

g= Z axv(x)éx}

xeM
where
Z av(x)d, == lim Zaxv(fc)é
YEF M
zeM TEY

with %) be the directed set of all finite
sets of M ordered inder inclusion. It is
easy to check that the space ¢1(M) is Ba-
nach with the following norm

lgllar = inf { 3 Jafoa) 1) -
xeM
(e )vens € G }
where
Ge, = {(Be)eenm € (r(M) :

9= Bow@), =Y azu(@)d

xeM xeM

We denote Py, (p) the predual of
(Au(D), | - l[arw) and Bp,, ,(py is its unit
ball. Define

S fl(M) — PAJ\,m(D)

by

=D e

xzeM

am wEM
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It is easy to see that S is bounded linear,
moreover

BP]\/I,U(D) C m(M;) C S(Bh(M))-

Since || - ||, =~ || - [|a0 (see Remark 3.1)
S+ l1(M) — Pa,(p) is bounded. Then,
by the Schauder lemma ?* [Lemma 3.9], S
is open and then surjective. This implies
that the injection of ¢ (M) is an onto iso-
morphism. Therefore, for each g € Py, (p)
there exists a 1= (ag)zen € €1(M) such
that

g = Z a,v(x)d,.

xeM
Take f as in the hypothesis. We
T(g9) = > ,em @v(x)f(z). Since (3.2)

the series is convergent. Moreover, if
Y wen V()0 = 0 then for all u € W

we have

and then, because W is separating, T is
well defined. From (3.2) and || - ||, ~
| = llarw, it implies that T(Bp, ) is
bounded. Finally, the proof is complete by
applying Theorem 3.1. O
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ABSTRACT

A matrix polynomial (sometimes known as a A-matrix) is a polynomial of a complex variable with

matrix coefficients. Matrix polynomials play a crucial role in science and engineering. The main aim of this

paper is to study some inequalities which are related to eigenvalues and norms of matrix polynomials.

Key words: Matrixz polynomial, inequalities, eigenvalue, norm.

1. INTRODUCTION

Let C™*™ denote the set of scalar matrices of size
n X n whose entries are complex numbers. For a
matriz polynomial we mean the matrix-valued
function of a complex variable of the form

P(z) = Agz 4 ...+ A1z + Ay,

where A; € C"*™ for alli = 0,...,d. If A; # 0,
P(z) is called a matrix polynomial of degree d.
When Ay = I, the identity matrix in C™**", the
matrix polynomial P(z) is called a monic.

A number \ € C is called an eigenvalue of
the matrix polynomial P(z), if there exists a
nonzero vector z € C" such that P(A\)z = 0.
Then the vector x is called, as usual, an eigen-
vector of P(z) associated to the eigenvalue .
Note that each eigenvalue of P(z) is a root of
the characteristic polynomial det(P(z)).

The polynomial eigenvalue problem (PEP)
is to find an eigenvalue A and a non-zero vector
x € C" such that P(A\)z = 0. For m =1, (PEP)
is actually the generalized eigenvalue problem
(GEP)

Ax = \Bx,

and, in addition, if B = I, we have the standard
eigenvalue problem

Ax = \x.

"Corresponding author:
Email: phamquanghung720@gmail.com

For m = 2 we have the quadratic eigenvalue
problem (QEP).

The theory of matrix polynomials was pri-
marily devoted by two works, both of which are
strongly motivated by the theory of vibrating
systems: one by Frazer, Duncan, and Collar in
1938 [FDC], and the other by P. Lancaster in
1966.

(QEPs), and more generally (PEPs), play
an important role in applications to science and
engineering. We refer to the book of I. Gohberg,
P. Lancaster and L. Rodman? for a theory of
matrix polynomials and their applications.

Matrix analysis is a research field of basic
interest and has applications in scientific com-
puting, control and systems theory, operations
research, mathematical physics, statistics, eco-
nomics and engineering disciplines. Sometimes
it is also needed in other areas of pure mathe-
matics.

A lot of theorems in matrix analysis appear
in the form of inequalities. Given any complex-
valued function defined on matrices, there are
inequalities for it. We may say that matrix in-
equalities reflect the quantitative aspect of ma-
trix analysis.

In this paper, we propose some inequalities
which are related to eigenvalues and norms of
matrix polynomials.

The paper is organized as follows. In the
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next section we recall some preliminaries. In
Section 3 we establish some inequalities related
to norms of matrix polynomials. Finally, in the
last section we propose some inequalities for
eigenvalues of matrix polynomials.

2. PRELIMINARIES

Throughout this paper, by a positive integer p
we mean p > 1 or p = 0.

For a matrix A = (a;;) € C™*", a positive
integer p and a vector p-norm |.|, on C", the

matriz p-norm of A is defined by
1

P

n
lai;[P ], (1 <p<o0),
‘A‘p = i;l
- max |a| (p=00).
i,7=1,...,n

The operator p-norm of A is defined by
[Allp = max{|Az], |z]p = 1}
For any matrix A € C"*", the number

p(A) := max{|\|, A € o(A)}

is called the spectral radius of A, where o(A)
denotes the spectrum of A, i.e. the set of all
eigenvalues of A.

The spectral radius can be compared to the
operator p-norm_as follows.

Lemma 2.1.%. For any A € C"*", p(A4) <
[Alp-

For a (d 4+ 1) - tuple A = (Ag, ..., Ag) of
matrices A; € C"*"™ the matrix polynomial

Pa(z) = Azt + .+ Az + A

is called the matriz polynomial associated to A.

The spectrum of the matrix polynomial Pa (z)
is defined by

7(A) = o(Pa(z)) = {\ € Cldet(Pa(2)) = 0},

which is the set of all its eigenvalues.

For a monic matrix polynomial Pa(z) =
I.Zd + Ad_lzdil + ...+ Alz + Ao, with AZ €
C™*™ the(dn X dn)—matrix

[0 I 0o - 0
0 0 r ... 0
Ca=1: : : :
0 0 0o - I

|—Ag —A; —A —Ag-1]

is called the companion matriz of the ma-
trix polynomial Pa(z) or of the tuple
(Ag,..., Ag—1,1).

Note that the spectrum o(A) of Pa(z) coin-
cides to the spectrum o(Ca) of Ca 2

For two (d+1)-tuples A = (Ag, ..., Aq_1,1)
and A = (Ay,...,A4_1,I), the relation between
the operator norms of their difference and those
of their companion matrices is given in the fol-
lowing lemma.
Lemma 2.2.%. Let A = (Ay,...,Aq_1,I) and
A = (Ay,...,A,_1,1) be (d+ 1)-tuples. Then
for any integer p > 0, we have

|Ca — CAHP =||A - AHp-

Theorem 2.1.°. Let Z € C™*" be a positive
definite matrix with extremal eigenvalues a, b.
Then for all vectors h € C",

ol pid
(Bl |Z:h, < B, Zh)
where | - |, denotes the matrix p-norm.

For a vector x € C™. Note that z* is the
conjugate transpose of x.

Concerning inequalities of eigenvalues of
scalar matrices, we have the following results
obtained by Hassan (2014).

Theorem 2.2.5. Let A € C"*" be a positive
definite matrix and x and y € C™ such that
lz] = |y| = 1 and z*y = 0. Assume that
the eigenvalues of A, in increasing order, are
A1 < As <... <\, Then we have the following
Wielandt inequalities.

(1) fo*Ay] < 3

< e V(@A) (y* Ay);

(2) o Az—y*Ay| < 323t (2" Azty* Ay)? -

An+A1
sa Ay
2\ n
@ oy <max{ (353) |, a0
T
(y*ATy).

Theorem 2.3.°. Let A € C™ ™ be a posi-
tive definite matrix and x and y € C" such
that || = |y| = 1 and z*y = 0. Assume that
the eigenvalues of A, in increasing order, are
/\1 S )\2 S S >\n Then

" Ay| < 333t (a Ar + y* Ay).
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Theorem 2.4.5. Assume that A is a positive
definite matrix of size n, and let the eigenvalues
of A, in increasing order, be A; < Ay < ... < A,
Then

>\n - >\l
*Ax —yt Ayl <
2" Az —y* Ay| < N

(z* Az + y" Ay).

3. SOME INEQUALITIES FOR
NORMS OF MATRIX
POLYNOMIALS

In this section, we will propose some inequal-
ities for norms of matrix polynomials.

For an (d+1)-tuple A = (Ag, -+, Ad—1, Aq)
of matrices A; € C"*". |Al, := max{|Az|, :
lz|, = 1} with A is a matrix of dimension
(d+1)n x n.

Firstly, we establish some properties of
norms of tuples of matrices.

Proposition 3.1. Let A = (Ag, -+, Ag—1, Aq)
and B = (By,---,B4-1,Bq), where A;,B; €
C™*™, Then for any positive integer p, the
followings hold true.

(1) There is a constant ¢ > 0 such that
|Av|, < c|v|, for any vector v € C".

(2) ||All, > 0, with equality if and only if
A=0.

(3) A +Bll, < [|Afly + 1B
(4) [[cAllp = lc|.[|A]lp, for ¢ € R.
(5) [|ATBIl, < [|A"]l,]B],-

(6) 1Al = (A",

(7) |ATA], = [|AAT], = (A3,

(8) 1(Av,w)| < Al JolpJuwly, for any v €
C™ and w € Cld+hnxn

(9) Al < n?|Al,.

Proof. Note that for a matrix A = (a;;) €
Cmn pe It

|All, = inf{c > 0:[Az|, < c|z|,, x € C"}.
(1) For any vector v € C", we have

AQU

Alv
Av = )
Agv

For 1 < p < oo, we have

d
Avfp = AP
i=0
For each 1 = 0,...,d, there exists ¢; > 0 such

that |A;v|, < ¢ifvlp, foralli =0,...,d.
Taking ¢’ = ‘I%aXd{Ci}, we get |[Av|, < c|vlp,
1=0,...,

where ¢ = ¢/(d + 1)/P.
For p = oo, we have
|Av|oo = max |A4A;v]|eo.
i=0,....d

=0U,...,

For each 1 = 0,...,d, there exists ¢; > 0 such

that |A;v|s < ¢i|v]oo, for all i =0,....d.

Taking ¢ = 4n01axd{ci}, we have |Av|oo < ¢]v]oo.
1=0,...,

(2) It is obvious that ||A|, > 0.
|All, =0 if and only if
Aol’

A:z:]p:O@‘ =0

Adl‘
& A, =0,Yi=0,...,d.
& A, =0, Vi=0,....d

p

e A o= 0, Vi=0,....d
Thus A = 0.
(3) We have

IA + B, = max{|(A + B)zl, : |z[, = 1}.

For any = € C" such that |z|, = 1, we have
(A +B)z|, = [Az + Bul, < [Az|, + [Bzlp.
Taking maximum over all x € C" such that

[zlp = 1, we obtain [A+B[, < [|A[,+[B],.
(4) We have ||cA ||, = max{|cAz|, : |z|, = 1}

= max{[c].|Aal, : lal, = 1)
= |e|. max{|Aal, : lal, = 1)
= lelI Al

(5) For any = € C™ such that |z|, = 1, we have
(A"B)z|, = |AT(Bz)],
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< |AT|Bzl, < |AT]|IB]||z],-
Thus [|A"B|| < |A"][|B|.

(6) For any vector x € C", we have

|A:c|12, =|(Az, Az)| = |(:Jc,ATAx)|

< |z|,.|AT Az|, (Cauchy-Schwarz inequality)
< [ATA[,.[a];.

= |Azl} < |ATApfa]}.

= |Axl, < \/|ATA]p.Jal}.

= Al < \/IATA],.
= Al < [ATA, < [AT[,]All- (3)
When A # 0, we receive
A, < HATHpTaHd 1A, < (AT ]l,.
So [[Afl, = [[A7 -
(7) From (5) and (6), we have
IA[7 < |ATA[l, < [|AT[ 1A, = (Al
Thus A7 = [|AT A,
(8) For any v € C",w € Cl+nx" apply the
Cauchy-Schwarz inequality, we obtain
(Av,w)| < [Avlpfwly < (Al o]l
(9) From (8), let v = ¢; € C"w = ¢; €
Cl+Dn we have
laij| = [(Aei ;)] < Al
withi=1,...,n and j=1,...,(d+ 1)n.
Hence, 7, lay| < n?[[Af, and Ao <
n2 Al
Similarly ||4;]] < n?||Al,,Vi=0,...,d.
Therefore, max;—g._. q||A:]] < n?|Al,.
Thus Ay < n? Al

In order to prepare for main results of this
section, we need the following lemmas.

Lemma 3.1. Let P5(\) = I.\% be a monic
matrix polynomial whose corresponding com-
panion matrix is Cz. Then for any integer p >

0, we have
ICall, < 1.
Proof. We have
[0 I 0 0]
0 0 I 0
Ca= |1 :
000 -+ I
o0 0 --- 0]

For any x = (11,29, ..., 24,)" € C9" such that

|z, = 1, we have

-0 I 0 . 0- 1 Tn41
o o0 I - 0 .
. . Tdn
07 = . . et
AT : : 0
0 0 O I . .
0 0 0 0] L¥dn 0 |
and
_mn+l_
dn 1
’ Ldn . (Zi:n-i—l ’xi’p)p7 D> 1
0 11, |, max  lail, p=oo.
L 0
Moreover,
dn 1 dn 1
p P
(Z !) s( W) = Ja], =1
i=n+1 i=1
and
max || < 1.
i=n+1,...,dn
Thus
]
‘ xg" <1, forany p>1.
p
L 0 |

It follows that |Czz|, <1 for any p > 1.
Since ||Cxll, = max{|Czx|, : |z|, = 1}, we
have [|Cg||, < 1.

The proof is complete.

Lemma 3.2. Let A = (Ao,...,A4-1,1) and
A =(0,...,0,1) be (d + 1)-tuples. Then for
any integer p > 0, we have

1A — Al < [|A]],.
Proof. We have
IA = All, = max{|(A — A)z|, : [z, = 1}.

Note that the (d+1)-tuple (A — A) =

(Ag, Ay, ,Ag—1,0) is a matrix of dimension
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(d+ 1)n x n:

Then, with x = (z1, ...

ty
[ Ay T [ Apz ] t:
A1 Al.%' n
(A — A)w = : T = : =1,
' ’ tdn
Agq Ag1x 0
o0 ] 0| |
. 0 -
tin«l»l
with | @ | = Az Vi=0,...d—1.
ti+1)n
Thus
~ dn 1/p
(&~ Ayl = (L lop)
i=1

1/p
d
< (z I mrp) .

We also have

_tl .
[ Apz ] t'n
All'
Ax = = s
Adflx i{:jn
Iz !
Tn
dn no 1/p
and |Azl, = ( \ti|p+2\xj|p> 2).
i=1 j=1

It follows from (1) and (2)_that
(A = A)z|, < [Azl,.

Then max{|(A — A)z|, : |z, = 1} <
max{|Az|, : [z[, = 1}.
Thus A Al, < A,

The proof is complete.

The first main result in this section is pre-
sented as follows, which is a version for matrix
polynomials of Lemma 2.1.

Theorem 3.1. Let Pa(\) = I+ A, A1+
...+ A1\ + Ay be a monic matrix polyno-
mial whose corresponding (d + 1)- tuple is
A = (Ap,...,Aq-1,I). Then for any integer p >
0, we have
p(A) < [[Allp +1.
Proof. 1t follows from Lemma 2.1 that

p(Ca) < [ICallp-

From the sub-additivity of the operator p-norm,
we have
ICally < ICa — Callp + ICAllp:
where C'g is the companion matrix of the matrix
polynomial Pg (\) = A%
It follows from Lemma 3.1 and Lemma 3.2 that
ICa = Callp < [[All, and [[Call, <1.
Since p(A) = p(Ca), we have
p(A) < ||Allp +1.

The proof is complete.

For a matrix A € C™™ If A is positive defi-
nite matrix then we write A>0.

Now we establish a version for matrix poly-
nomials of Theorem 2.1.

Theorem 3.2. Let Pao(\) = Z?:o A;\' be
a matrix polynomial with A; > 0. Let a;,b;
be extremal eigenvalues of A;, for all i=0,...,d.
Then for any vector h € C", we have

[olp-|Pa(A)-hlp < H (h, Pa([ADh) ,

a;+b; d
Where H — max {ﬁm}izo .
Proof. We have
d i
|hlp|-Pa(A)hlp = |hlp.| 325—g AiX" Ry,
d i
< |hlp. Zi:o |A; A"y,
d i
< ’h‘p-zz‘:o(mi-h‘p)(’/\ ’)7
d i
=2 izo([lp-|As.R[p).(]X]).
It follows from Theorem 2.1 that
a; L b, L
(g2)2+(34)2
’h|p"Ai'h’p§ = :
Thus

(h, Ash) .
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d d
e )hf)’ Lo = K- (@ (A 7 (3 A )
<t (SR o
; 4 =K - /(" Pa([A])2) (y* Pa(I\)y).
< H. ) (hy Aih) [N'| The proof is complete
=H. Zj:o (h, Aih) (2) Similarly to the arguments given in (1).
: d
= H. <h72§l:o AilAlz-h> Theorem 4.2. Let Pa(\) = Y A\ be a

= H.(h, PA(|ADh) - . . " :

The proof is complete matrix polynomial whose coefficient matrices

P prete: A; € C™*™ are positive definite for all i =
.,dand A;A; > 0foralli,j =0,...,d. Let

4. SOME INEQUALITIES FOR 2,y € C" such that [z] = |y| = 1 and z*y = 0.

EIGENVALUES OF MATRIX

POLYNOMIALS Assume o(4;) = {\, ’)\;f} is the speétrum
of the matrix A; and A\] <Ay < ... < A] ., for
In this section we establish some inequalities alli =0,...,d. Then, we have
for eigenvalues of matrix polynomials. |z* Pa(N)y]? <
Firstly, we propose a version of Theorem 2.2 {M.(a:*Pﬁ(|/\|)x)(y*Pﬁ(|/\)y) A2 1
for matrix polynomials. M. (2" PX(IA 4 2)2) (" PR (1A + 2])y), [Al <1,
d ‘ where o . .
matrix polynomial whose coefficient matrices Proof. We have
A; € C™ ™ are positive definite. Let z,y € C"
be such that |z| = |y| =1 and 2*y = 0. Assume ~ |z*Pa(A)y* = (Zaj*A % >
o(A;) = {A[,..., AL} is the spectrum of the
matrix A; and A} < Xy < ... < AL, for all <@+1)EL o(@” Aiy)* ().
i=0,...,d. Then the followings hold true. It follows from Theorem 2(3) that
* * * 1 .
(1) [e"Pa(Ny| < K((&" Pa(]A)2) (y" Pa(Ap)) 2 (d4 1) 2% (2" Asy) (V1) <(d+1)
(2) |a* PA(N) — y* Pa(\)y] S max { (ﬁ) }m @A)y A
< K((d+1)(a* Pa(|A))2 +y* Pa(|A)y)? mtk

A 2} |
7/\1 4( PA(P‘Dy) ) < M - Z *AQ *A?y)(p\lz)Z

Here K = max { /\nl N } .
i When ]/\\ > 1
Proof. (1) We have
d

d
[ Pa(Nyl =) ANy <Yt Ayl A

d
[a*Pa(Vyl* < M -y (" Afa) (y" Ady) (A1)
=0

d
=0 =0 _ * 42102 * 421172
It follows from Theorem 2.2 (1) that =M- Z(x A7 N [Px) (y™ AT N Py)
. i=0
AL L= A 1
AZ )\ i - . *AZ 2 . d d
Z |:c y|| ‘ ( —I— )\,1) (l’ x) S M\l <Z($*Af|,\z‘2w)2> . (Z(y*"l?|)‘i|2y)2>-
=0 i=0

* i 7
( Azy)2 Al Since A2 > 0,Vi =0, ..., d, thus,

- i % T i\ s d 2
i=0
Zw*A i)} Zy A} " [w*(ZA?W)w] - [y*(ZAmz)y} |
i=0 i=0
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Since A;A4; > 0,Vi=0,...
d N2

[z*Pa(Ny]? < M - [x*<ZAi\/\Z’) x]
i=0

[y*<§;AiIV)2y]

= M- (& PR(I\)2)(y" PA(IA)y)-

When || < 1:

It is easy to see that |Af|? < (|\ + 2[%)*
d

,d,i # 7 hence

. Hence

2" Pa(\yl? < M- (a" Afz)(y" Afy) - (IA+2[)*
. =0

=M ) (@ AN+ 2)’2) - (" AN+ 2)).

Simﬂ;loy, we receive

2" Pa(\)yl* < M-(z" P(IA+2))2)(y" PA(IA+2])y)-

The proof is complete.

Theorem 4.3. Let P4())

d
= ) AN be a
1=0

matrix polynomial whose coefficient matrices
Ai € C™"™ are positive definite for all i =

.,d. Let z,y € C" such that |z| = |y| =1
andxy—() Assume o(A;) = {\i, ... N }is
spectrum of matrix 4; and \j < \j < < )\fI )

for all i =0,...,d. Then we have

* 1 * *
a0yl < K- ( PalW)a+y PA<|Ar>y),

A —/\’ d
AL +,\1 :
i=0

Proof. We have

where K = max

2" Pa (A ANy

d .
<Yl Al
i=0

d .
1 Al
< = A; *A; ‘
;2( Hl)m @A) N
d . .
<LK (@ Az 4y AiA'y)

i=0

.

IN

d d
1K - <Zx*Ai\/\|’x + Zy*Ai\/\|zy>
i=0 i=0

= 41 (*PaN)a + 5" PaCAD )

The proof is complete.

Theorem 4.4. Let P4())

d
= ) AN be a
1=0

matrix polynomial whose coefficient matri-
ces A; € C™ " are positive definite for all

i=0,...,d. Assume o(4;) = {\, ...,)\fﬁ}is
spectrum of matrix 4; and A} <\ < ... < /\f%7
foralli =0,...,d. Then we have

|z* Pa(A)z — y* Pa(\)y|
< K. (x*PA<|A|>x+y*PA<|A|>y),

XL —)\7‘ d
WlthK:maX{w} O.
1=
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Thuat toan khai pha doé thi con thwong xuyén
theo mo hinh MapReduce

Tran Thién Thanh®, Tran Thi Lién, Nguyén Thi Kim Phugng

Khoa Cong nghé thong tin, Truong Dai hoc Quy Nhon, Viét Nam

Ngay nhan bai: 05/05/2020; Ngay nhan dang: 03/07/2020

TOM TAT

Trong bai bdo nay ching t6i trinh bay vé thuét todn gSpanMR, mdt thuit toan khai phd do thi con thudng
xuyén theo mo hinh 14p trinh MapReduce. Thuit todn gSpanMR (gSpan MapReduce) dudc phét trién dua trén két
qua mi héa @b thi bing DFS code cla thuit todn gSpan va thuat todn khai ph4 dd thi con thudng xuyén trén mo
hinh MapReduce FSM-H. Thuat todn dudc cai dit va thyc nghiém trén cum mdy tinh st dung nén tang Hadoop
cho thay tdc d6 c6 cii tién so vé6i thuit toan FSM-H.

Tu khéa: Khai phd db thi con thuong xuyén, MapReduce, DFS Code.

“Tdc gid lién hé chinh.

Email: tranthienthanh@ gnu.edu.vn
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ABSTRACT

In this paper, we present the gSpanMR algorithm, a frequent subgraph mining on the MapReduce

programming model. The gSpanMR algorithm (gSpan MapReduce) was developed based on the results

of encoding graphs using the DFS code in gSpan algorithm and FSM-H algorithm on the MapReduce

model. gSpanMR algorithm has been installed and tested on computer clusters using Hadoop platform,

which shows better execution time than FSM-H algorithm.

Keywords: Frequent subgraph mining, MapReduce, DFS Code.

1. INTRODUCTION

Frequent subgraph mining has been an emerging
data mining problem with many scientific and
commercial applications. There exist many
algorithms for solving the in-memory version
of frequent subgraph mining task, most notable
among them are AGM,! FSG,? gSpan,® Gaston,*
and DMTL.’ These methods assume that the
dataset is small and the mining task finishes
in a reasonable amount of time using an in-
memory method. To consider the large data
scenario, a few traditional database based graph
mining algorithms, such as, DB-Subdue,® and
DB-FSG’ and OOFSG?® are also proposed.
The kernel of frequent subgraph mining is
subgraph isomorphism test. Lots of well-known
pair-wise isomorphism testing algorithms were
developed. However, the frequent subgraph
mining problem was not explored well. One
approach used by many researchers to solve
problems with large data and complexity is to

*Corresponding author.

Email: tranthienthanh @ gnu.edu.vn

use parallel computational models on computer
clusters. We use the results of DFS code
proposed in gSpan algorithm® combined with
the idea of implementing FSM-H algorithm’
on Hadoop to build the gSPanMR algorithm to
frequent subgraphs mining on the MapReduce
programming model.

The paper is organized as follows:
Section 1 introduces research issues; Section
2 presents some concepts of frequent subgraph
mining and two algorithms gSpan, FSM-H;
Section 3 presents the details of the gSpanMR
algorithm; Section 4 presents the experimental
time comparison of FSM-H and gSpanMR
algorithms; The final section are conclusions and
some further developments of the paper.

2. FREQUENT SUBGRAPH MINING

Definition 1 (Labeled graph)® A labeled graph
can be represented by a 4-type, G = (V, E, L, ),
where:
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 Jis a set of vetices,
* £ C VxVis a set of edges,
e L is a set of labels,

*[: VU E—L is a function assigning
labels to the vetices and the edges.

Definition 2 (Isomorphism graph)® An
issomophism is a bijective function f: V(G) —
V(G’), such that:

*ve NG), L (v)=1.(fv),

* (u, v) € E(G), (f(u), f(v)) € E(G’) and
1w, v) = L (), V).

Definition 3 (Frequent subgraph)® Given
a graph dataset, D = {G, G,, ..., G} and
a minimum support minSup. A graph G is
a frequent subgraph in D with minSup if
sup(G, D) >=minSup, where sup(G, D)=[{G, € D:
G is isomophism to a subgraph of G }|.

In the following section, I will discuss the
concepts of DFS code and some properties that
help to build gSpan algorithm.

Given an undirected connected graph G.
The DFS tree of graph G is a tree built from the
vertices and the edges of the graph G by DFS
algorithm.'” The DFS tree creates a linear order
between vertices and edges of the graph in their
order of visit.

~ Yo Yo —
\)\ X by ¥ '\ d LN
;[ 3 [ Yy 7) |\|J
i il e (x
¥ ’ 1§ \ 4
I,rhl:\}‘{p o] N by ey v’ g
[ Y |,!/} I fx £\ X VoL Vi
b | | e by NS et N =
! c
\/‘ K ‘I[’,_ {p-["' % !"_"1\\
0) o & ®

Figure 1. DFS tree and Forward/Backward edge?

Definition 4. (DF'S code)®. Given a DFS
tree T for a graph G, an edge sequence (e,) such
e <e,,wherei=0,1,..., |[E(G)|-2, (e) is called
a DFS code, denoted as code(G, T).

Anedgee=(v,v)inaDFScodeisaS-tupe:

7,1, l(i,j), lj). Table 1 shows the corresponding
DFS codes for Figure 1 (b), (¢), (d).

Table 1. DFS codes for Figure 1 (b), (¢), (d)

Eife (Fig. Ib)a | (Fig. lc)B | (Fig. 1d)y
0 | ©01Lxay |01Yax) |01.XaY
1|26 | (12XaX | (1.2.XaY)
2| 2.0XaX) | (2.0XbY) | (2,0,%,bX)
3| @3X02) | 23.Xce2) | (23.Y.0.2)
4 | 31zbY) | (302bY) | (3.0.ZcX)
5 | (14142 | 04.Yd2) |(24Y.4d2)

Definition 5 (DFS code Lexicographic
Ordery’ If a = code(G, T)) = (a,, a,,..., a, ) and
p= code(GB, Ty = (by bys..., b)) then a < B if
either of the following is true:

i) 3, 0 < ¢t < min(m, n), a, = b, for k <1,

a<b,

ii)a,=b, forO0<k<m,and n=>m.

Definition 6 (Minimum DFS code)’
Given a graph G, Z(G) = {code(G, T) | T'is a DFS
tree for G}, based on DFS lexicographic order,
the minimum one, min(Z(G)), is called Minimum
DFS code of G, denoted as min(G).

The minimum DFS code of a G graph
is also called a labeling scheme for graph G.
Based on this labeling, we have the result of
isomorphism of the two graphs.

Theorem 1° Given two graphs G and
G’, G is isomophism to G’ if and only if
min(G)y=min(G’).

Definition 7 (DFS code’s Parent and
Child)* Given a DFS code a = (a, a,, ..., a,),
any DFS code valid B = (a, a,, ..., a, D) is
called o’s child, and « is called 5 parent. We
denote children(c) = { B | is B’s parent}.

The growth from the DFS code a to valid
DFS code S is necessary for frequent subgraph
mining. In fact, to construct a valid DFS code,
b must be an edge which only grows from the
vertices on the rightmost path. In figure 2 the
graph shown in 2(a) has several potential children
with one edge growth, which are shown in 2(b)-
2(f) (assume the drakened vertices constitute the
rigthmost path).
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(a) (b) (c) (d) (e) (f)
Figure 2. DFS code growing®

The DFS code together with the parent-
child relationship forms a tree, called the DFS
code tree. In the DFS code tree each node is a
DFS code of a graph. The nodes at the i level
are DFS codes of graphs with i-1 edges. Figure 3
illustrates the DFS code tree.

2-edge

n-edge

Figure 3. DFS code tree®

We can truncate the branches of the DFS
code tree that do not contain the minimum DFS
code with the following result:

Theorem 2 (DFS code Growth)®* Given
a DFS code B, if a = min(B), oo < . Let D=
MIn<vy}, VY o e children(B), min(c) € D;u
children(a) < D,.

From the above results, the gSpan
algorithm starts from the 1l-edge frequent
subgraph and grows for more-edge graphs until
the graph expands infrequently.

However, the gSpan algorithm complexity
is an exponential function in the worst case
scenario. Therefore, frequent subgraph mining
on large graph sets is still a challenge.

To contribute to addressing this challenge,
an approach is to build algorithms based on the
MapReduce model to perform in parallel on
the computer cluster to reduce execution time.
MapReduce model is a parallel programming

model on cluster of computers proposed by
Google". Then Apache Hadoop is an open source
platform that supports this programming model
and is widely used in research and applications.

The FSM-H algorithm is an approach to
frequent subgraphs mining on the MapReduce
model. The FSM-H algorithm works on a graph
set of data sets consisting of k parts, one on a
data node. The multi-step iterative algorithm, at
the i step, is the candidate i-edge subgraph from
the i-1-edge frequent subgraph, then calculates
the support for each candidate at each node and
passes it to the reduce function summarizes and
determines which subgraphs are often saved
along with a list of graphs that contain it as input
for the next step. The process is repeated until no
more frequent subgraphs are discovered.

The FSM-H algorithm uses minimal
DFS code to identify isomorphic subgraphs.
However, the this algorithm has some
limitations during the frequent subgraph mining:
The generation of candidate i-edge subgraphs
from i-l1-edge frequent subgraphs is still
redundant because it contains many duplicate
(isomorphic) subgraphs. So data transfer and
calculation are also more. For each i-edge
subgraph in the candidate set, the algorithm
finds the minimum DFS code to homogeneous
subgraphs from each other, thereby sending the
results to the reduce function. The algorithm to
find the minimum DFS code is exponentially
complex. If instead of finding the minimum DFS
code by checking the DFS code is minimal, the
computational complexity of the algorithm will
be reduced if the DFS code is not minimal but the
correctness of the algorithm is still guaranteed.
To overcome these limitations, we improved
the FSM-H algorithm based on the properties of
DFS code as shown in the following section.

3. gSpanMR ALGORITHM

To overcome the limitations of the FSM-H
algorithm, we use the following property in
generating i-edge subgraph candidates from
regular i-1-edge frequent subgraphs.
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Property 1 Given a = (a, @, ..., a,) is
a minimum DFS code of a graph G. If B = (q,,

a, ..., a,b)is a minimum DFS code then the

1°
following is true:

i) b is greater than or equal to a,,.

ii) If b is a backward edge of the form (v,
v]_), j <ithen b is greater than or equal to the edge
of o that contains v,

iii) If b is a forward edge of the form (v,
v),j>ithen b is greater than or equal to the edge
of o that contains v..

Proof.
Let G’ be the graph of DFS code .

i) Assume b < a,. We build a DFS code
B' of graph G’ that b is the first edge of the DFS
code. It is easy to see B’< B, which contradicts
the hypothesis {3 is the minimum DFS code.

ii) If a, (0 < k < n) contains vertices v, and
a, > b then DFS code B' = (a,, @, ..., a_, b’,
a’,..a’,,a,),isaDFS code of G'and ' <f3
should conflict with the hypothesis B is the
minimum DFS code of G*. Letb=(i,/, [, l(,.,j), ZJ.)

we denote b’ = (j, i, lj, l(]_, » l).

iii) Ifb<a, (0 <k<n)then P’ =(a,a,
s @, by b, ..., b)is a DFS code of G’, and
B’ < B, should conflict with the hypothesis is the
minimum DFS code of G°.

We build an algorithm to generate DFS
codes k+1-edge from minimum DFS code k-edge
and graph G, based on property 1.

Algorithm 1. Generate DFS codes k+1-edge

Input: Minimum DFS code k-edge dfsMin,
graph G

Output: {B | B € children(dfsMin), B is a DFS
code of a subgraph in G}

Format:. Canditate_generation(dfsMin, G)
Action:

1.C=0

2. rmp = rightMostPath(dfsMin)

3. vMax = rmp[0]

4. minLabel = dfsMin|0].fromLabel
// Backward edges
5. for each v in rmp:
6. e=(vMax,v)
7. ifein G and e not in dfsMin then
8. for each ¢’ in dfsMin:
9. if e’ > e then continue
10. dfs = dfsMinu{e}
11. C=Cudfs
// Forward edge from vMax
12. for each v in G.adjList(vMax):
13. e = (vMax, v)
14. if e not in dfsMin and
label(e) >=minLabel then
15. dfs = dfsMinu{e}
16. C=Cudfs
//Forward edges of the form (u,v), where u in rmp
17. for each v in rmp, v # vMax:
18. for each v’ in G.adjList(v):
19. e=(,Vv)
20. if e not in dfsMin then

21. for each e’ in dfsMin:
22. if e’>e then continue
23. dfs = dfsMinU{e}

24. C=Cudfs

25. return C

The correctness of the algorithm is
confirmed by property 1. The time complexity of
algorithm 1 in the worst case is O (k.m), where k
is the number of edges in dfsMin, and m= |E(G)|.

In the gSpanMR algorithm we check if
a DFS code is the minimum DFS code? The
algorithm is as follows:

Algorithm 2. Check the minimum DFS code.

Input: DFS code for check dfsCode

Output: True if dfsCode is minimum, False
otherwise

Format: isMin(dfsCode).
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Action:
1. g = to_Graph(dfsCode)
2. minDFS =&

3. return trylsMin(dfsCode, minDF'S, 0)

Procedure trylsMin(dfsCode, minDFS, i)
checks whether the /™ edge of dfsCode is a
edge in the minimum DFS code; minDFS is the
minimum DFS code i-1 edge.

Sub trylsMin(dfsCode, minDF'S, i)
1. if i > length(dfsCode) then return true

2. list = List of smallest edges in g can grow for
minDF'S

3. for each e in /ist:

4. if e <dfsCode[i] then return False

5 minDFS = minDFS U {e}

6. chk=trylsMin(dfsCode, minDFS, i+1)
7.  if chk = False then return False

8.  minDFS = minDFS — {e}

Algorithm 2 uses branch-and-bound
method, so in practice it is better than the
algorithm to find the minimum DFS code of a
graph, although the worst case complexity of
algorithm 2 is O(2"), where n is the number of
edges of dfsCode.

Based on the gSpan algorithm and the
approach of the FSM-H algorithm, we developed
the gSpanMR algorithm with 3 phases:

Phase 1 (Preparation): this phase reads
data from HDFS, explores frequent edges of a
set of graphs and writes the results to HDFS to
prepare for phase 2.

Phase 2 (Mining): this phase explores
frequent k+l-edge subgraphs from frequent
k-edge subgraphs. This phase consists of many
steps starting from & = 0 until no more frequent
subgraphs are explored.

Phase 3 (Collection): this phase collects
all sub-graphs often exploited in phase 2.

Algorithm 3. gSpanMR

Input: D is set of graphs, minimum support minSup

Output: Set of frequent subgraphs of D with
minimum support minSup

Action:
// Phase 1
key: id of a graph

value: a graph
Mapper_Preparation(Text key, Text value)
1. intermediate key = null

2. intermediate_value = serialize(value) //
Convert graph into byte sequence

3. omit(intermediate key, intermediate value)
key: a DFS Code
values: byte sequences of graphs

Reducer_Preparation(DFSCode key,
ByteWritable values)

1. forall value in values:

2. write_to_file(key, value)

// Phase 2

key: a DFS code k-edge

value: byte sequence of graphs that contain key

Mapper_Mining(DFSCode key, ByteWritable
value)

1. listGraph = convert_to_List Graph(value)
//convert byte sequence to list of graphs

2.C=0

3. forall g in /istGraph:

4. C=(Cu Canditate_generation(key, g)
5. forall c in C:

6. ifisMin(c):

7. v = serialize(c.OL)

8. emit(c, v)

key: a DFS Code

values: byte sequences of graphs

Reducer_Mining(DFScode key, ByteWritable
<values>)

1. forall value in values:
2. support+=getsupport(value)
3. if support > minSup:

4. forall value in values:
5. write_to_file(key, value)
// Phase 3

key: a DFS code k-edge

value: byte sequence of graphs that contain key
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Mapper_Collection(DFSCode key,
ByteWritable value)

1. gText =

convert DFSCode_to_Graph_Text(key)
//Convert DFS code to graph in format text
2. emit(g7ext, null)

key: a abugraph in format text

values: null
Reducer_Collection(Text key, Text values)
1. write_to_file(key)

4. IMPLEMENTATIONAND EXPERIMENT

We have implemented the gSpanMR algorithm
on the Hadoop platform in the Java programming
language. We conducted experiments on a
system of 5 PCs with CPU: Intel Core 2 Duo
E8400 3.00GHz, RAM: 4GB, installed Ubuntu
14.04, Hadoop 2.7.3, including 1 MasterNode
and 4 NameNode. Three datasets are created
from Graphgen tool with the number of graphs
are 5000, 7000 and 10000 graphs respectively,
the number of vertices in the graph is from 20
to 40 vertices, the minimum support is 20%.
Experimental results as shown in Table 2.

Table 2. Runtime of FSM-H and gSpanMR

Number of
graphs FSM-H gSpanMR
5000 1050s 820s
7000 2134s 1721s
10000 3930s 3122s
4500
4000
pal
o -
o 2500 //
SR G Ry
1000 /
500 r
o |
5000 7000 10000
Number of Graphs

Figure 4. Experimental results comparing the execution
time of FSM-H and gSpanMR

Through experimental results show that
the execution time of the algorithm gSpanMR
less FSM-H algorithm. The more the graphs
increase, the more the difference in time
increases due to the reduction of many subgraph
candidates and the minimum DFS code test.

5. CONCLUSIONS

With the improved subgraph candidates and
testing the minimum DFS code in the gSpanMR
algorithm, it has been shown to improve the
time it takes to perform the frequent subgraph
mining algorithm. In the future, we will continue
to improve gSpanMR algorithm and implement
gSpanMR algorithm on Spark environment to
limit the reading and writing data in external
memory.
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TOM TAT

Viéc phat hién bat thuong trén anh y té néi chung va anh chup cit 16p viing gan néi riéng 1a mét van dé quan
trong dwoc quan tim nghién ctru nhidu trong nhirng ndm gan ddy tai Viét Nam. Bai bao trinh bay mot ky thuat phat
hién u gan trén anh ving gan dua trén mo hinh chét lidu ving gan, két hop vai phan tich dit liéu trén anh chup cat
16p ving gan. K¥ thuat da duoc cai dat thir nghiém voi bo dit liéu mau 3D-IRCADb-01 va dir liéu thu thap thuc
té tai Bénh vién Da khoa Binh Dinh.

Tir khéa: U gan, chat liéu, bt thuong.
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ABSTRACT

The detection of abnormalities in medical images in general and tomography of liver areas in particular

is an important issue of great research interest in recent years in Vietnam. The paper presents a technique for

detecting liver tumors in the image of the liver based on the texture model of the liver region, combined with data

analysis on the CT scan. The technique has been experimentally installed with 3D-IRCADb-01 sample dataset and

actual collected data at Binh Dinh General Hospital.

Keywords: Liver tumor, texture, abnormal.

1. INTRODUCTION

The socio-economic development leads to the
increasing demand for health care. The research
and application of high technologies and modern
information technology in the field of health in
order to improve the quality of human health care
always attracts the attention of the community of
professionals. In recent years, the development
of image recognition technology and artificial
intelligence based on deep learning, deep neural
networks with large training datasets has led
to a lot of research and development in the
field of image processing. medical, especially
in detecting abnormalities, liver tumors on the
image of the liver areas. Research results in
this direction open up the prospect, allowing
for important advances in the diagnosis of liver
diseases. According to statistics, about 750,000
people were diagnosed with liver cancer and
nearly 696,000 people died from the disease’
worldwide in 2008.

*Corresponding author.

Email: kimnle@arist.edu.vn

In diagnosing based on medical imaging,
the study of processing, analyzing and identifying
liver images is difficult because this is a complex
object and it is difficult to observe details even
with the human eye. CT images of the liver area
have low contrast compared to the surrounding
tissue. This contrast is altered by the influence of
fat concentration in the liver. Another important
point is that the shape of the liver has many
variants. In addition, medical imaging data is
private and is taken on specialized hospital
equipment, so in fact, it is not simple to collect
a large enough data to train deep learning model

which meets diagnostic requirements.

To overcome the difficulties of liver
image data, Lu et al?> proposed an approach to
segment the image of liver region through two
steps: detecting and estimating the probability
map for segmentation using 3D convolutional
neural network; and next step is adjusting with

graph cut. Authors built a completely automated
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process, without user control. The Hoogi et al®
used the adaptive estimation method with active
contour model in the liver segmentation and the
test achieved good results on the dataset of 164
MRI images and 112 CT images of liver images
with low contrast and noise.

CT volumes
l The liver The initial liver
Mpmcmsing likelihood map segmentation

3D CNN based liver location and
segmentation
Graph cut based

segmentation refinement

Final liver segmentation

Figure 1. Processing steps of Lu et al®

The paper proposes a texture model
approach in combination with data analysis on
liver CT image. The texture model assumes the
homogeneity in the image regions, meaning
that all sub-regions within the liver image area
will have the same liver texture. Thus, the idea
is: randomly sample sub-regions of the liver
image area and analyze them to find outlier,
abnormal areas based on the assumption that in
terms of image, abnormal areas, such as liver
tumors appear in the liver image area, there will
be certain differences in structure and contrast
with the surrounding liver region. Part 2 of the
paper will present technical details, including
the following: limiting the area of the liver
on the image, the sampling method and the
classification. Part 3 will then describe the test
results and evaluation comments.

2. ALGORITHM
2.1. Limit object area

Usually, in practical problems, the objects of
interest do not always appear in a fixed position
in the image. For example, when recognizing
face in an image, the face image (the object of

interest) can appear at any location in the image,
with different sizes and rotation. However,
CT images have a fixed pose, the organs are
usually located in certain areas with relatively
stable arrangements between body parts. This
also means that for each slice position, visceral
objects on CT images usually appear in relatively
stable positions on the image. Therefore, in the
position of a specific slice image when you
want to identify an internal object, such as
the liver, kidneys, etc., it is possible to locate
the corresponding area of the image object
of interest on the image. Limiting the area of
interest allows a significant reduction in search
space, identifying objects, increasing processing
speed and eliminating false detection.

To identify the target area of liver tumors,
techniques to limit the area of interest can be
used as follows:

Limit coordinates: To limit the position
of the liver tumor, we will use the interval
corresponding to the minimum and maximum
limits in the x and y dimensions. More specifically,
when there are pixels (X, y) in the liver object area,
that is (X, y) € [Xmin, Xmax] x [Ymin, Ymax]. In
there, these ranges are estimated based on the
statistics of locations of liver objects in the CT
images. This technique is quite simple, allowing
quick implementation. However, the boundary is
still quite large.

Limit by mask image: This technique
uses binary images, on which white areas are
able to appear liver tumors, black areas are not.
In other words, if the pixel (x, y) on the slice
image is a liver tumor, then the (x, y) point on
the mask image must be a white pixel. This
technique is quite simple and fast, allowing the
boundary to be narrower than technique using
coordinate.

Limit by liver segmentation: After
segmentation, we are able to determine the
specific boundary and circumference of the liver
region on the image. The accuracy as well as
the speed of limiting the image area of interest
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depend directly on the accuracy and speed of
the segmentation technique. In general, this
technique closer to reality than the above two,
but takes more time.

2.2. Sampling method

After localizing the liver boundary, the next step
is sampling liver image areas, in other hand, is
determining the list of sub-image areas within
the liver object area. According to the texture
approach, if the region is normal, there are no
abnormalities, then all sub-image areas in the
liver image area will have the same output value
when performing classification. In the case of an
abnormal liver area, there are sub-regions in the
liver image that give values unlike most of the
remaining sub-regions.

Sampling is performed by following these
steps: Select a square in the liver image area,
rotate at any angle and conduct random image
flip transform.

The sampling is described as follows:
Input: L M
Output : S
Process:
1.S:=0
2. brect : = bounding_rectangle(M)

3. for each wsize € [MIN_WND_SIZE, MAX _
WND_SIZE]

4. for each x € [brect.left, brect.right]
5. for each wsize e [brect.top, brect.bottom]
6. R : =rectangle(x, y, wsize, wsize)
7. 1if (is_inside(R, M))
8. s : = calculate_sample(R, I)
9.S:=S U {s}

Inthedescription above, listheslice image,
M is the limited liver area. In programming, M is
a binary image, with a white area corresponding to
region may contain liver, the black area is not the
liver area. The brect parameter is the limited area

in the iteration step to select the sampling window,
and [MIN_WND_SIZE, MAX WND SIZE]is a

limited size of the sampling window. The sample
received is the input of the machine learning
process. Before classifying, the system needs to
be trained, using a machine learning model on
the set U of training data.

Each training data sample s in the U set
must be specifically labeled: normal or abnormal.
U={<s,1>:s5€ 85,1 {0,1}}, where 1 is the
label of training data sample s, 1 corresponds
to normal, 0 is abnormal. The training dataset
is constructed by experienced experts on liver
images. For each sub-image region marked in the
liver region M, depending on whether expert’s
opinion is abnormal or normal, <s,0>or <s, 1>
will be added accordingly to U.

2.3. Process sample

Taking the output of the sampling process as
an input, the classifier will give conclusion
corresponding to the state of liver is tumor or not.
This is a binary classifier with input is sample,
the output is a corresponding state. The classifier
is based on the Resnet network architecture.* In
the application made here, use Resnet because
this network architecture is resistant to gradient
signal loss during back propagation. Therefore,
application designers can build deep networks
with thousands of layers. Continuing with the
array of Residual Block, the network is designed
to add an output of fully connected layer, and
using sigmoid function to determine two status
values. To reduce the rate of false positives, after
being classified, samples will be aggregated into
a result mask image and proceeded to remove
too small areas. This processing allows the
elimination of noise results. On a sequence of CT
images, this will not affect you as much. Tumor
regions in slices at the beginning or end of the
tumor may be mistakenly removed because they
are too small, but later slices at a deeper position
into tumor will not be removed. Therefore,
results throughout the image sequence are not
affected. If the sequence of images is sparse, this
should be corrected accordingly.
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3. EXPERIMENT

The technique is implemented with the support
of open source libraries such as OpenCV, VTK
and Tensorflow. The dataset is selected for
testing is 3D-IRCADDb-01.° The dataset consists
of several sets of anonymous medical imaging of
patients, in which organs are manually marked
by experts. The dataset includes CT scans of
10 women and 10 men, each patient’s data was
stored in one folder. The medical image data and
the annotated data are stored in DICOM format.

In the experiment setting, data of 10
patients were selected as training data, data
of 10 patients were selected as evaluation
data. The information of the limited area was
established based on annotated data of 10 cases.
In particular, the coordinate boundary area is set
to a rectangular area with {x: 36, y: 64, width:
447, height: 349}.

Figure 2. Image of limited region in case using
coordinates and mask image
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— limited region
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Figure 3. Diagram about sample amount in each slice
of one patient: unlimited (Orange), limit coordinates
(Red), Limit by mask image (Green), Limiting by
liver segmentation (Blue)

It is easy to see that in the case of different
limits, there will be different number of selected
samples. This will affect the processing speed,
because it is necessary to classify all input
samples. From the results of assigning a status
classification label to the samples, it is possible
to evaluate whether the input image has liver
tumor appearance. The testing of the input image
will give conclusions, in one of 4 cases: True
Positive, True Negative, False Positive, False
Negative.

Figure 4. Conclusion rate in 4 limited cases: A. unlimited, B. limit coordinates, C. Limit by mask image,

D. Limiting by liver segmentation
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It is easy to see that, in the first case, the
False Positive rate is quite high. This is quite
understandable, since the classifier is trained
on liver texture areas. When the limited region
contains more area than the actual liver, the
conclusions of the classifier in those outward

False Negative

True Positive

False Positive

True Negative

Figure 5. The rate of conclusions on data of two patients
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Figure 6. Statistics of False Negative per patient (%)
A. unlimited, B. limit coordinates, C. Limit by mask

image, D. Limiting by liver segmentation

When looking at the False Negative
ratios in different cases, we find that the rates
increase gradually on each case. The majority
of the results were quite low and the highest
case was in patient 16 data with about 9%. This
result is partly due to post-processing of small
sized areas. If we do not remove the small sized
areas, the result is only 6.5%. Overall, however,
this patient was not missed due to the positive
True Positive ratio. The first two cases give false
Negative ratios of zero. However, this does not
reflect a good classification result, because it
needs to be considered for many cases of non-
liver data.

areas are more likely to be wrong, thus increasing
the rate of false positives. However, in practice
the results for these areas are acceptable,
considering the circumstances in which a doctor
can easily assess that the results are not of
concern.

False Negative

True Negative True Positive

False Positive

" ILah
x'_.. .'I-J_!!IlliTl_

Figure 7. Statistics of True Positive per patient (%)

A. unlimited, B. limit coordinates, C. Limit by mask
image, D. Limiting by liver segmentation

In the results of the True Positive ratio,
we find that the data is relatively stable among
the region restriction cases. This is quite
understandable. The
the cases is mainly also affected in the post-

discrepancy between

processing step for small size areas. Overall, no
patients were missed.

The algorithm was also tested with actual
data at Binh Dinh General Hospital. Test data
are abdominal CT images provided by the
Department of Internal Medicine. Program uses
the function of reading data, conducting a value
conversion based on Hounsfield indicators and
conducting the detection of abnormal areas, liver
tumors. In order to limit the processing area, the
program also integrated one technique to locate
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liver area.® The data is taken on the basis of
linking with data of QNPACS system.’

Figure 9. Result on a slice image of 52-year-old male

patient has liver tumor

Green image area is liver object area, blue
squares mark liver tumor. Result showed that the
probability of detecting true position liver tumor
within liver area is very high.

4. CONCLUSION

Processing and detecting abnormalities in
medical images in general and in liver images
in particular is an important issue, based on the
application of research results on machine vision
and machine learning in practical problems.
The paper presents the technique of analyzing,
processing and detecting liver abnormalities
on liver CT images using the model texture
approach, combined with classification task.

The technique was tested on 3D-IRCADb-01
database and liver CT images were collected
at Binh Dinh General Hospital. The results
demonstrate the effectiveness of the proposed
technique. This is an important basis for further
improvement studies and more extensive testing.
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trén bo dir liéu mau 3D-IRCADb-01 véi cac ving u gan.

Tir khéa: Khoi u, viing bdt thuwong, chat liéu.

‘Tac gia lién hé chinh.

Email: kimnle@arist.edu.vn
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ABSTRACT

Assessing the growth or reduction of abnormal areas in medical imaging in general and tomography in

particular is a greatly concerned and important research issue in recent years in Vietnam. The article presents a

technique of identifying contour points of an abnormal area as a basis for later assessment of the development

of abnormal area on medical imaging. The technique is based on the analysis of local structures in the vicinity

of abnormal area boundaries combined with the use of convolutional neural networks and has been tested and

evaluated based on 3D-IRCADb-01 sample data set with liver tumors.

Keywords: Tumor, abnormalities, texture.

1. INTRODUCTION

Medical imaging plays a vital role in diagnosis
job of the doctors. Modern medicine today
diagnoses not only by clinical symptoms but also
by subclinical symptoms or so-called subclinical
diagnosis. In particular, the diagnosis on medical
imaging is a subclinical diagnosis based on
images obtained from specialized imaging
equipment, such as ultrasound, endoscopes,
CT scanners (Computed Tomography), MRI
(Magnetic Resonance Imaging), PET (Positron
Emission Tomography) or SPECT (Single
Photon Emission Computed Tomography)
machines, etc. Each medical imaging device
has its own advantages and decisive meaning in
many diagnostic cases.

Being an important part, medical imaging
is also a critical data type for information

*Corresponding author.

Email: kimnle@arist.edu.vn

technology research in health. An important issue
with medical imaging is that abnormal areas,
such as strange areas appearing in an image of
organ, such as a lesion or tumor. In such cases,
it is desirable not only to quickly and accurately
detect that abnormal area, but also to track
changes in that abnormal area over time. Being
able to estimate changes in abnormal areas,
whether growth or reduction, has an important
implication for healthcare job of the doctors.

Normally, abnormal areas on medical
imaging will not have a stable geometric
structure. We can imagine with other objects,
such as human face when looking straight and
we can see that the geometric structure is quite
stable and can be used as a basis for conducting
research, but with areas of wvegetation or
unoccupied land appearing on remote sensing
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images are completely different. It is often tough
to make assumptions or think of a common
geometric structure for them. The abnormal area
on medical imaging is similar. They appear quite
randomly and have unpredictable shapes. Often
image processing problems for this object type
are detected and segmented. If we want to track
changes in abnormal area, we need to analyze
the boundary of the abnormal area on the basis
of correlation with itself in the previous time.

In studies on the demarcation of the
subject on medical imaging, Mikkel Stegmann

and Dorthe Pedersen' conducted a quantitative
analysis on cardiac magnetic resonance imaging
data. In this paper, the authors aim to estimate
the ejection fraction in the left ventricle based on
four-dimensional MRI data based on the Cootes
algorithm expansion study of the Cootes group®.
In the experiment, Mikkel Stegmann and Dorthe
Pedersen used data of 12 patients with a model
of 1560 points and achieved a deviation of -1.2
— - 3.3% when compared to the results of the

observers.

Figure 1. Some images of research results'

Zhao's team? again has a study of improved
dynamic contour models with the combined use
of local and global intensity data. In the study,
the effect of Gaussian scroll image data with the
original image will replace the original image

and the authors built a gradient flow model based
on Euler-Lagrange equation. Accordingly, the
research results are presented on both composite
image data and medical imaging data.

Figure 2. Results of Zhao team?: composite image (left) and medical image (right)

In a recent study, the Guha team* built
a function to map a pair of input images into
a deformed field using machine learning. The
group performed functional parameterization via
a convolutional neural network and performed
network learning on an image data set. The team
performed a test on a set of 3731 brain MRI data

from eight different published data sets, where
each scan was sampled to a 256 x 256 x 256 and
Imm grid on voxel.

In this article, we present a technique of
determining the points on a contour to assess the
change of abnormal area based on the change of
the abnormal area contour nearby, in other words,
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transform from an adjacent boundary. The
problem is about estimating the displacement
of a set of boundary points sampled on the
contour to find a new location for it. Section 2
will detail the proposed technical content while
Section 3 will present experimental results and
final conclusions.

2. IDENTIFYING THE CHANGE OF
ABNORMAL AREA ON MEDICALIMAGING

2.1. Abnormal area on medical imaging

Onmedical imaging, an abnormal areais animage
area corresponding to the location of anomalies
of the object in the image. For example, with CT
scans of the liver region, tumor areas, lesions,
etc., these can be considered abnormal areas. In
this case, the paper assumes an abnormal area
without holes. That is, any sub-region in the
abnormal area is also an abnormal area. Thus
an abnormal region may be represented by its
boundary.

The boundary of an abnormal area is a
border points list of this area. So, we can describe
the boundary of abnormal area A on image I as
follows:

A ={P}iZg, P € [0, Lyiaen — 1]
X [0' Iheight - 1]

Each point P; is a point on the contour; two
points in a row P; P41 is an edge on the contour.

2.2. Regression problem at each point

The problem here is that we need to identify
the abnormal area on the input image based
on a state of the irregular region that has been
assumed to be adjacent. That is, we need to
define a new set of contour points based on a
set of contour points that have been instantiated
close enough. Because the abnormal area is an
unstructured material object, the points on the
contour all have the same role, whether they are
P; points or a certain point in the middle of any
P; P;iy1 segment.

Considering that the abnormal area and
the normal area both have certain material

characteristics, and the boundary of the abnormal
area is the boundary between the two material
areas, thus assuming a straight line intersects
the boundary once, then points on that line will
have two different characteristics. We use this
statement to construct a regression problem at
each point. Specifically, at any point near the
boundary, we can evaluate the characteristics of
surrounding materials to draw conclusions about
the ability to move that point to the boundary.
The regression performance at any point on
the contour is the same. In order to increase
the similarity between characteristics at points
in different locations, we assume additional
parameter of the point’s direction. We expect
that when the point stops at the boundary, the
direction of the point will coincide with the
normal of the contour at that point.

Algorithm of characteristics in points.
Function: sampling

Input: image, P, N, angles, times, step
Ouput: sample

Process:

1. sample = &

2. foreach : a € angles:

3. D =rotate(N, o)

4. foreacht e [1, time]:

5. § =P+ D*t*step

6. sample = sample U {image. at(S)}

The algorithm performs specificity at the
input point P on the image. The characteristic
is calculated by sampling the pixel values in
different directions in the list of angles sampling
directions which are relative and depend on the
current N direction of point P. In each direction,
sampling was performed in times; each time was
step apart. Initially, sample output characteristic
is set to empty. For each angle o in the set of
angles, we calculate the D sampling direction by
rotating the current N angle by the angle a. With
the calculated D sampling direction, we measure
the sampling position S with each sampling and
then integrate the pixel value at point S of the
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image into the sample output characteristic. At
the end of the process, a characteristic at point P
can be obtained in N direction of the image.

With the characteristic at a point calculated
according to the above rule, a regression model
is needed to estimate the displacement parameter
for a position on the contour. Thus, with a
medical imaging data set labeled abnormal
areas, we can build an input sample set to learn
regression model. Supposing for an image that
has been labeled an abnormal area, a data set can
be generated based on it. Rules can be envisioned
at each sampling as follows:

- Taking random point P on the contour
and calculate NV direction of P.

- Generating random points P, adjacent to
Pand N, of P,.

- Using the characteristics of P, and N,
with parameters that change from P, N, to P, N
as input samples for learning. Variable parameters

include a rotation value and a step length.

- Variable parameters are normalized to
paragraph [0, 1].

After several sampling iterations over
a set of labeled medical images, we will build
a specific learning data set. Note that the
regression is performed for each point on the
boundary, so to get the result boundary we need
a postprocessing step that includes removing
points that are too close together, inserting point
when two consecutive points too far and handle
cases where the updated points deviate to create
an intersection.

2.3. Building regression network

With the point-to-point regression problem
described along with how to build the learning
data set from a set of medical images that have
been labeled with an abnormal area, the next
step is to design a machine learning model to
solve the regression problem at each point. The
machine learning model used is a convolutional
neural network structured as shown below.

Figure 3. Structure of convolutional neural network

The deviation on the output per sample
is calculated as the average of the deflections of
each output value from the actually established
value. Network training will be done through
this deviation.

Later on, from the results of network
construction, the assessment of abnormal
area change can be carried out according to
the following steps: to have the boundary of
abnormal area at a given time, to figure the
boundary of abnormal area at the moment and
to assess the change. Having an abnormal area
at the previous scan of the patient, we want to
determine the change of that known abnormal
area. The initial position is taken on the earlier
boundary area. We need to identify the contour

uape|q
pa1oauuoa ANy
¥
indino

of the abnormal area on the current image
through the regression of the sampled locations
as described above. For each position, the
regression model will give parameters to change
the new position. After some steps, the new
location will converge and the results will be
located on the current contour. We can evaluate
to increase or decrease accordingly depending
on the density of positions on the contour. With
the new contour, it is easy to assess the change
of abnormal area compared to the previous time.

3. EXPERIMENT

The technology was tested and installed with the
support of open source libraries OpenCV, VTK
and Tensorflow. The data set selected for testing
is 3D-IRCADb-01° and it consists of a number
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of anonymous medical image sets of patients
and manually marked internal organs by medical
professionals. The data set included CT scans of

10 women and 10 men; each patient's data was
stored in a folder. Medical imaging data and the
mask data are stored in DICOM format.

Figure 4. Illustrative data of 3D-IRCADD-01 set with liver area and abnormal area on liver

With slices with abnormal data, especially
areas marked with liver tumors, we randomly
generate data around the contours. The number
of generated points is taken randomly and
depends on the circumference of the abnormal

area. In the test to generate data, the number of
surrounding sampling locations corresponding
to an abnormal area is calculated by the
circumference of the abnormal area multiplied
by a random value in the segment [0.5, 2].

Figure 5. Illustration of random generation data around the boundary of the abnormal area: the abnormal area
boundary is in red while the generated data samples consist of a position (in cylan) and the direction at that location

(green arrow).

From the sampling around the contours of
the abnormal areas, we get data sets for learning
and evaluation of results. In the experiment
with 3D-IRCADb-01 data, the number of data
samples was taken as 161351, half of which will
be for network learning and half will be used to
assess model results during network learning.

The training program is installed and tested on
the Google Colab platform; among them data
has been pre-sampled. The deviation function is
constructed by squaring the deviations from the
regression value from included label value. This
deviation function will be minimized during the
training process.
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Figure 6. Chart updating training deviations in both
training and evaluation

In addition, to facilitate evaluation, the
article sets up the accuracy value. For each
sample, it is considered true if each result value
is less than 0.1 deviation from the corresponding
value in the input label. On that basis, the
article also calculates accuracy on training and
assessment exercises during network learning.

= Tranig ACruracy
—— Exthuste hoturacy

L] i -m| Lo Lo 1om
poc

Figure 7. Chart updating training accuracy for both
training and evaluation

On the basis of trained network, we
apply it to build the function of updating the
coordinates of points on the boundary of the
abnormal area. This is the basic function to
estimate the change of abnormal area compared
to the previous state.

Figure 8. Process of updating the position of points on the contour of abnormal area

4. CONCLUSION

Identifying and assessing abnormal areas in
medical imaging is generally an important issue,
based on the application of research findings on
machine vision and machine learning in practical
problems. The article presents the technique of
identifying points on the contour of abnormal
area based on the analysis of local structures in
the vicinity of the contour, in combination with
machine learning regression. The technique
has been tested on 3D-IRCADDb-01 database
and gained primary success. The outcomes
demonstrate the effectiveness of the proposed

approach and technique. This is an essential
basis for further improvement studies and more
large-scale testing.
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TOM TAT

Bai viét nay trinh bay vé viéc ing dung cong nghé xir Iy anh trong viéc phan loai ca chua theo mau sic va
kich thudc qua. Viée xac dinh mirc d6 chin va kich thude cua ca chua mdt cach ty dong sé dugc dua ra phan tich
chi tiét va cu thé trong bai bao nay. Cu thé, hé thong s& thu thap hinh anh tir may anh dwoc dit trén biang chuyén.
Hinh anh sau khi dugc chup bang may anh s& duoc dua vé bo xir 1y trung tam dé tinh toan va phan tich. Cac thuat
toan vé xac dinh bién va mau sic cua ddi twong s& duoc tmg dung. Nhitng qué ca chua khong dat yéu cau s& dugc
phat hién dya trén s6 diém anh va kich thudce duong bién cua dédi tugng dugce chup. Muc ti€u cua hé théng nay la
dé thay thé khau phéan loai ca chua theo hinh thirc thu cong von con tdn tai cac nhuoc diém nhu d0 chinh xac chua
cao, ning suat lao dong thap.

Keywords: Xu Iy anh, ca chua, mau scfc, kich thuoc, tw dong.
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ABSTRACT

This paper applies image processing technology in classifying tomatoes by color and size. An automatic

determination of ripeness and size of tomatoes will be analyzed in detail in this paper. Actually, the system will

collect images from cameras placed on a conveyor belt. The images will be taken to the central processor for

calculation and analysis. Algorithms is used to estimate the boundary and color of the object will be applied.

Tomatoes that have low quality will be detected based on the number of pixels and border size of the subject being

captured. The goal of this system is to replace manual grading of tomatoes that still have shortcomings such as low

accuracy, low labor productivity.

Keywords: Image processing, tomatoes, color, size, automatic.

1. INTRODUCTION

Vietnam is a country with a high proportion
of agricultural sectors. However, the labor
productivity ofthis industry isnothigh. Therefore,
the application of science and technology in the
field of production and export of agricultural
products is very necessary. Currently, the post-
harvest classification of agricultural products,
particularly tomatoes in our country, is mainly
done by hand. When using human power, tasks
that require high concentration and repetition
make the eyes strained and tired, so it is difficult
to guarantee accurately, especially in the
case of high-frequency labor. These forms of
manual labor need to be replaced by automatic
or semi-automatic models to overcome the
above weakness. This improves the accuracy,
labor productivity and product quality so that
Vietnam's agricultural products can compete

*Corresponding author.
Email: bvvu@ftt.edu.vn

with the agricultural products of developed
countries in the world.

Today, one of the technologies that is
supposed to replace the manual classification
of agricultural products after harvest is image
processing. '’

In this study, the author will apply image
processing technology to classify tomatoes
after harvest. The technology mentioned by
the author can overcome the shortcomings of
the visual classification of tomatoes used in
our country today such as: high accuracy, high
labor productivity, quality of production, good
product. Different image processing algorithms
will be used in author's study.®'

2. STUDY METHODS AND TECHNIQUES

2.1. Method of classifying tomatoes according
to its color

Inorderto classify theripeness of tomatoes,
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the system relies on the images obtained from the
camera. First, images captured from the camera
are converted to the HSV color space. Next,
the image will be divided into 3 separate color
channels H, S, V and then a series of comparison
analysis algorithms are used to output the results.
The analysis algorithm for tomato fruit color is
shown in detail in Figure 1.%!?

Figure 2 shows a photo of tomatos taken
from a camera. This image is represented under
the RGB color space.?*!>!* RGB color spaces use
a complementary pattern where red, green, and
blue light are combined each other in different
ways to form different colors.

The RGB color model is depicted in
Figure 3. The advantage of the RGB model is
that it is convenient for color correction, but this
color model is not suitable for image processing.
Therefore, the image needs to be converted to
the HSV color space (figure 4).3121314

T

Input image (RGB)

v

HSV color space

v

Splitting of channel

—

Channel H Channel S

Channel V

Analysis

Output

End

Figure 1. The algorithm determines the maturity
level of the tomatoes.

Figure 2. Tomato images were taken from the camera.

Figure 3. RGB color space.

To convert from RGB color space to HSV
color space, formulas (1) - (5) are used.?’

Lor-6-p)
H = arccos( 2 ) (1)
J(R-G)’ —(R-G)(G - B)
H=H, if B<G )
H=360"-H, if B>G 3)
§= max(R,G,B) —min(R,G, B) )
max(R,G, B)
- max(R,G, B) 5)
255
Where,

R, G, B: are values representing the
intensity of red, green, and blue in the RGB
color space, respectively (0 -255).

H: The value represents the color area.
S: value that represents color saturation.

V: value represents luminous intensity.
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Figure 4. HSV color space.

Figure 5. The binary image of the object.

After the object image is converted from
the RGB color space to the HSV color space, we
obtain the values of the color channels. From
the values of these color channels, we obtain a
binary image of the object (see Figure 5). Based
on this binary image, we determine the number
of pixels in the each object image, the number
of white pixels of each color in the object image
and the number of black pixels. Once these
data are available, the author can determine the
proportions of each color and use this result to
determine the maturity level of the fruit.

2.2. Method of classifying tomatoes according
to fruit size

Input image (RGB)

v

Linear processing

v

Smooth out the image
using a Gauss filter

v

Gradient calculation

v

Use the erosion
morphology operator

v

Use the expansion
morphology operator

v

Use Link and select
compile

v

Link and select
compile

v

Calculate the fruit area

v

Output

Figure 6. Diagram of the fruit size classification

process.

To be able to remove tomatoes that do
not satisfy the size requirements, the authors
used a method of determining the boundary of
the object image captured from the camera.!®!
The size of the analyzed tomato is the area of the
figure surrounded by the boundary.

Derived from related concepts about
the boundary point and boundary,' there are
two methods used to detect the boundary of an
object. The first method is the direct method.
This method aims to enhance the boundary
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based on the variation in the pixel's luminance
value. The direct method using mainly derivative
techniques (Gradient, Sobel, Prewitt, Laplace,
Canny, ...).'"""  And, the second method is the
indirect method. This method often relies on the
surface texture of the image to divide the image
into regions, the border between those regions
is the boundary need to be dectected. Indirect
edge detection method is difficult to set up but
works well when there is small variation in

luminance.!713

Here, the author uses the Canny boundary
detection method, which is commonly used
because it has the advantage of being less
affected by noise.! The process diagram of fruit
size determination is shown in Figure 6."" Canny
boundary detection method is shown in formula
(6) - (12).1,7,10,11

We have the derivative of a filtered image:
Vf=V(G®I)= fy + [, , where [, andj; is the partial
derivative of f in terms of x and y respectively.

Hence, we obtain formula (6):
Vf =V(G® D) +V(G®I),, =V(Gy ®)+V(G, ®1) (6)

Taking the partial derivative of G for x

and y, we get:
(x21y2)
Gy (9= 3¢ 2 )
(o)
(2 y2)

- 2
Gy (x.y) = G—§e 20 ®)

Where,
X, y: are directions
o : width control parameter

Furthermore, the Gaussian filter is decoupled
so that convolutional charges can be performed
separately for x and y. See equations (9) and (10):

Gy (x,7) = Gy (x) ®G(y) ©)
G (x,7) = G, (») ® G(x) (10)
From (6), (9) and (10), we have (11) and (12):

Fe( ) =G () ®G(»®1 (11)

fy(x.3) =Gy () ®Gx) @1 (12)

After Gaussian blurring, the image pixel

values are extracted for low threshold and high

threshold values. The authors use the Gradient

operator to calculate the local gradient of
amplitude and direction.

Assuming that g and g, are gradients
in x and y directions, respectively, then the
amplitude of the gradient at the point (m, n) and
the direction of the boundary at the point (m, n)
are calculated by equations (13) and ( 14):5!!

Ay = g(m,n) =g} (mn)+ g’ (m,n) (13)

0, (m,n) = arctanM (14)
gy (m,n)

After using the Gradient operator to
calculate the local gradient, the authors use the
erosion morphology operator to remove white
noise.! White points with a low pixel value are
removed. Because the morphology operator
removes white noise, the thickness and size of the
boundary will be reduced. Therefore, the authors
continue to use the expansion morphology
operator with the aim of increasing the size of the
boundary after using noise and erosion removal
algorithms. Now we get a curve connecting all
continuous points of the same color or intensity.
This curve is the boundary of the object. Figure
7 shows a picture of the tomato after marginal
extraction.

Figure 7. Photo after determining border.

kich thuoc thuc te chup duoc qua ca chua: 19.84522
Yeu cau gqua loai 1: 5>15 and S<=20

Yeu cau qua loai 2: 5>10 and 5<=15

Yeu cau gua loai 3: $>20 and S5<=22

Qua dat chat lvong loai I

Kich thuoc cua qua ca chua dat yeu cau

Mau cua ca chua la mau xanh >> ca chua chua chin

Figure 8. Cross-sectional area of above red tomato.
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kich thuoc thuc te chup duoc qua ca chua: 20.56933
Yeu cau qua loai 1: $>15 and S<=20

Yeu cau qua loai 2: $>10 and S<=15

Yeu cau qua loai 3: 5>20 and S$<=22

Qua dat chat luong loai III

Kich thuoc cua qua ca chua dat yeu cau

Mau cua ca chua la mau cam >> ca chua chua chin

Figure 9. Cross-sectional area of above green tomato.

After we have the boundary of the object
image, we compute the cross-sectional area of
the fruit. The cross-sectional area of the fruit
is here understood as the area delimited by the
boundary of the object image. Figures 8 and 9
show cross-sectional area data of two tomatoes
taken from the experimental model. Figure 8
shows data for red tomatoes (see Figure 7) and
Figure 9 shows data for green tomatoes (see
Figure 7).

2.3. Building of the system program

Input image from
camera

v

Calculate the size of
the fruit

Fruit area in
accordance with
requirements

Determine the
maturity of the fruit

The ripeness of
the fruit is in
accordance with
the reauirements

\ 4

Identified as bug Sort tomatoes by
tomatoes maturity
L |
v

Display fruit size

Figure 10. General system algorithm diagram.

From the analytical results in sections 2.1
and 2.2, a general algorithmic scheme is built
for an automatic tomato classification system.
This algorithmic automatic tomato classification
scheme is shown in Figure 10.

From the general algorithm diagram in
Figure 10, a block diagram of the classification
system is proceed to built. The central controller
of the system is raspberry, Arduino Uno, and
PLC S7-200 devices (see Figure 11). From the
diagram shown in Figure 11, authors select the
types of equipment to build the experimental
model as shown in Figure 12 and Figure 13.

KHOI KHOI XU LY KHOI
CAMERA (Raspberry, Adruino va PLC) PONG cO

KHOI CAM KHOI HIEN
BIEN THI

Figure 11. Diagram of the system's blocks.

Mk Kiah LCD e g difs e

Figure 12. Diagram of controlling of the classification
process.

2.4. Experimental results

Figure 13. Experimental model.

The experimental model includes the
following blocks:

a. Processing block
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Kit Raspberry Pi 3 Model B +: Used to receive
image signals from the camera, perform image
processing
program, and send signals to PLC.

according to pre-programmed

PLC S200: Receiving signals from
Raspberry and transmits signals to actuators of
a sorting system.

b. Camera block

The Camera block has the function of collecting
real-world image signals and converting them
to electrical signals and sending data to the
Raspberry Pi unit in the model using Raspberry
Pi camera.

c. Sensor block

The sensor block used to detect the fruit has
reached the position of the camera in the model
uses infrared sensor E18-D80ONK.

d. Actuator block

This unit receives signals from S7 -200 PLC to
control the swing arms to bring products with
different degrees of ripeness to different boxes.

e. Display block

The display block has the function of displaying
information about the color and size of the fruit.
In the model using a 7 inch LCD (Raspberry Pi)
screen.

The entire product classification process
is as follows:

Step 1: When starting up the system, the conveyor
belt brings the sorted tomatoes to the camera’s
location. When the sensor detects that the fruit
has reached the camera position. Raspberry will
take the image signal of the object and process
the image (see Figure 14).

Figure 14. Experimental results taken from the camera

Step 2: An algorithm to determine the size of
the fruit will be done by raspberry. The size
of the fruit will be determined based on the
area delimited by the boundary of the object's
image. The experimental results of the boundary
determination process are shown in Figure 15. In
the system developed, the tomato subjects were
classified into four groups based on fruit size.
Particularly, Group 1, the fruit has a size of 15-
20 (cm?); Group 2, the fruit has a size of 10-15
(cm?); Group 3, the fruit has a size 0f 20-22 (cm?),
and Group 4, the fruit has a size of smaller than
10 (cm?) or larger than 22 (cm?) (see Figure 17,
Figure 18 and Figure 19). In case of unsatisfied
fruits (a size of smaller than 10 (cm?) or larger
than 22 (cm?)), the system will sort immediately
without any color determination. The fruits of
these different groups are classified and put in
different containers.

After classifying tomatoes according to
fruit size, the system will determine the maturity
level of the fruit based on the color of the fruit.
In terms of color, the system only selects fruits
from light red to red. Fruits of other colors are
rejected because the fruit is still green or the fruit
is overripe.

Figure 16 shows an experimental result
taken from Raspberry’s memory when determining
the color of an object based on the number of
white pixels of each color.

I
Figure 15. Experimental results of determining the
object boundary.

I I m
Figure 16. Experimental results of objects after
converting to binary images.
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Step 3: Display information on the LCD screen.

In this step, the maturity and fruit size
information will be displayed on an LCD screen
connected directly to the Raspberry (see Figures
17, 18, and 19).

Figure 17 shows the first tomato’s data
(see Figure 15) displayed on the Raspberry
screen. This fruit is analyzed by the system as
an unripe tomato. At the same time, the system
also analyzes this fruit with a cross-sectional
area of 19.84522 (cm?), while the experimental
measured data was about 19 (cm?).

Figure 18 shows the second tomato’s
data (see Figure 15) displayed on a Raspberry
screen. The fruit is analyzed by the system to
be orange in color. At the same time, the system
also analyzes this fruit with a cross-sectional
area of 20.56933 (cm?), while the experimental
measured data was about 21.4 (cm?).

Figure 19 shows the third tomato’s data
(see Figure 15) displayed on a Raspberry screen.
This fruit was analyzed by the system to have
a cross-sectional area of 25.32344 (cm?), while
the experimental measured data was about 25.5
(cm?). Because in the program programmed for
Raspberry, tomatoes are too big, larger than 22
(cm?), are removed without analyzing its color.
Therefore, the system does not need to analyze
its color for this fruit (see Figure 19).

kich thuoc thuc te chup duoc qua ca chua: 19.84522
Yeu cau qua loai 1: S5>15 and S<=20

Yeu cau qua loai 2: S=>10 and S<=15

Yeu cau qua loai 3: S>20 and S<=22

Qua dat chat luong loai I

Kich thuoc cua qua ca chua dat yeu cau

Mau cua ca chua la mau xanh >> ca chua chua chin

Figure 17. Information display about maturity level

and size of the first fruit.

kich thuoc thuc te chup duoc gqua ca chua: 20.56933
Yeu cau qua loai 1: 5>15 and S<=20

Yeu cau qua loai 2: $=18 and S<=15

Yeu cau qua loai 3: S$>20 and S<=22

Qua dat chat luong loai IIIX

Kich thuoc cua qua ca chua dat yeu cau

Mau cua ca chua la mau cam >> ca chua chua chin

Figure 18. Information display about maturity level
and size of the fruit.

kich thuoc thuc te chup duoc qua ca chua: 25.32344
Yeu cau qua loai 1: S>15 and S<=20

Yeu cau qua loai 2: S$>10 and S<=15

Yeu cau qua loai 3: 5>20 and S<=22

kich thuoc cua qua ca chua khong dat yeu cau

loi

Figure 19. Information display about maturity level
and size of the third fruit.

The results of fruits’ size analysis in
Figures 17, 18, and 19 show that the built-in
automatic tomato classifying system can
determine the size of tomatoes with a maximum
error of 5%.

In the study, the author has tested on 200
tomato samples on the experimental model built.
The experimental results show that, in terms
of color grading criteria, the system accurately
classifies the colors of 200 experimental tomato
samples. Regarding the criteria of product
classification according to the size of the fruit,
the system determines the size of the fruit with
an error of not more than 1.32 (cm?).

Figure 20 shows analytical data of 10
samples per 200 samples of tomatoes that were
tested. The statistics show that the maximum size
error of the system is 1.32 (cm?) and there is no
error in determining fruit color. Also, the process
from taking pictures to getting classification
results on raspberry for a tomato sample is
approximately 0.6 seconds.

30.00

25.00

000 —=— ——
1
10, :
5.
0.00 -
| owi i

ﬂu52|ﬂu$3 I‘.hud Oud 5 Clu#&lQ'\d'! i I:I.ua‘.lﬂ

2

2

2

mDidn tich thye 18 |
fem2)
= Dign tich tinh wiﬂ
icmi‘.}

1310 | 21“|2555 2255 | 1947 1959|19W 17300 19.87 | 1985

12.85 ' 205? ‘ 1532 | 1214 | 1a70 | 1972 | 1849 | 17.11 1855 . 13.05
Figure 20. Analytical data of 10 tomato samples.
3. CONCLUSION

The paper presents the application of image
processing technology in the automatic tomato
grading system after harvest. In the paper, authors
have applied image processing algorithms to
identify the maturity level and size of tomatoes
to classify. Tomatoes of different sizes and
satisfactory maturity will be classified and sent
to different containers. Beside, fruits that are too
large or too small, or too ripe or green will be
rejected by the system. Furthermore, the author
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has also successfully built an experimental

model of the system. The experimental results

show that the system is stable, has high accuracy

and high productivity.
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Hé thdng giam sat va canh bao i lut
théi gian thwe tvng dung cong nghé LoRa
cho Iwu vwrc song Kon - Ha Thanh, tinh Binh Dinh

Tran Vin Trung, Nguyén Pic Thién®, Lé Song Toan, Ngo Vin Tam, Ho Viin Phi

Khoa K3 thudt va Cong nghé, Truong Dai hoc Quy Nhon, Viét Nam

Ngay nhan bai: 09/07/2020 ; Ngay nhan dang: 09/08/2020

TOM TAT

Trong boi canh ctia bién ddi khi hau nhu hién nay, 1di lut da va dang giy ra nhiing thiét hai nghiém trong dén
tinh mang v tai san clia ngudi dan trén toan cAu néi chung, Viét Nam ndi riéng, trong dé ¢6 Binh Dinh. Do vay,
viéc xay dung cdc hé thdng gidm sdt v canh béo 1ii s6m vé6i cong nghé hién dai 1a yéu ciu hét stic cAp thiét. Trong
bai bdo nay, cdc tdc gia s& nghién ctiu va thiét k€ mot hé théng gidm sat va canh bdo 1ii lut thai gian thuc ting dung
cong nghé LoRa k&t hgp vé6i nén tang ma ngudn md Thingsboard. Hé thong nay cho phép thu thap s& liéu tai cic
khu viic khdc nhau trén séng mot cach dy dt, chinh xdc va kip thoi, nhim phuc vu cho cong tac du bdo va canh
bdo sém. Hé thong dé xuat dugc trién khai thi nghiém trén Iuu vic séng Kon - Ha Thanh, tinh Binh Pinh.

Tu khoa: Gidm sdt va canh bdo lii lut, thoi gian thuc, LoRa, IoT va Thingsboard.

*Lién hé tac gia chinh
Email: nguyenducthien@gnu.edu.vn
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A real-time flooding monitoring and warning system
using LoRa technology in Kone and Ha Thanh river basin,
Binh Dinh Province

Tran Van Trung, Nguyen Duc Thien", Le Song Toan, Ngo Van Tam, Ho Van Phi

Faculty of Engineering and Technology, Quy Nhon University, Vietnam

Received: 09/07/2020, Accepted: 09/08/2020

ABSTRACT

In the context of the recent climate change, flooding has been causing serious damages to the human lives
and their properties in the world in general, Vietnam in particular, including Binh Dinh province. Therefore, it
is pivotal for local governments to build up real-time flooding monitoring and warning systems supported by
modern technologies. Addressing to this aim, in this paper, we will study and design a new flooding monitoring
and warning system based on a combination of the Long Range (LoRa) teachnology and an open-source platform
of Thingsboard. The proposed system allows collecting effectively and sufficiently data from different locations
on rivers in a timely manner, thus supporting the early flooding prediction and forecast processes. A testbed of the

proposed system is then deployed in the Kone and Ha Thanh river basin, Binh Dinh Province.

Keywords: Flooding monitoring and warning, Realtime, LoRa, loT and Thingsboard.

1. INTRODUCTION

Flooding has been causing serious damages to
the lives and property of people around the world.
According to the Center for Research on the
Epidemiology of Disasters - EM-DAT Database
(https://www.emdat.be/), over the period 2000 -
2018, water-related disasters accounts for 90%
of total global natural disasters, of which floods
account for about 54%. During the same period,
human losses amounted to 93,470 and economic
losses to nearly 500 billion USD.!

One of the biggest challenges of mitigation
of flooding damages to communities is how to
provide local residences with warnings of natural
disasters in a timely manner. In June 2015, the
United Nations adopted the Sendai Framework
for Disaster Risk Reduction 2015 - 2030.> The
Sendai Framework is considered as an effective

*Corresponding author.
Email: nguyenducthien@qnu.edu.vn

approach for flooding risk management.>?
Especially, the Sendai Framework emphasises
roles of Flooding Early Warning Systems
(FEWS) and regconises that the FEWS is an
important prerequisite to collect data accurately
and promptly in different regions and areas.
These data are expected to effectively serve
the forecast and early warning of weather and
climatic extremes **.

In the current global climate change
context, flooding is becoming more dangerous
and unpredictable. Vietnam, a country located
in the monsoon tropics and one of the five
"storm centers" of the Asia-Pacific region has
been facing various types of natural disasters
with increasing severity. Notably, the Southern
Central Coastal regions such as Binh Dinh, Phu
Yen, Khanh Hoa, Ninh Thuan were severely
affected.
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Binh Dinh has a natural area of 6,039
km? with a coastline of more than 135 km and
a population of 1,486,918 people®. The whole
province lies neatly on the eastern side of the
Truong Son mountain range, with steep and
complicated terrain. The slope direction is mainly
from West to East, hills and plains alternate
to form separate regions and basins under the
major river systems including Lai Giang, Kone,
La Tinh and Ha Thanh. Due to the influence of
natural geographic factors, topography, geology,
and climate, Binh Dinh and the Kone - Ha Thanh
river basin in particular are often influenced by
heavy flooding, causing serious damages to the
local residences, property, infrastructure and
environment. In this circumstance, the main
mission of Binh Dinh authority is to implement
early flood monitoring and warning systems in
order to mitigate damages caused by floodings.

Towards the above goal, under the
sponsorship of the German International
Cooperation Organization - GIZ ®*and Rockefeller’,
Binh Dinh authority deployed an early flood
warning system on the Kone - Ha Thanh river
basin in 2016. In 2018, The Provincial Steering
Committee for Disaster Prevention and Search
and Rescue built up a rainfall and flooding data
transmission and management system in the
Kone - Ha Thanh area®. A disaster prevention
information system introcuded by Hitachi
was also deployed in Binh Dinh’. The above
systems are responsible for collecting data
from hydro-meteorological stations, monitoring
and sending them to a headquater via available
telecommunication infrastructures. Based upon
analysing collected data, adequate warnings
will be sent to the authorities or the local
people through the mass media. After a period
of operation, however, the effeciency achieved
from the above systems is not high as expected
and there are several following limitations:

- In the existing systems, devices using
the standards of WiFi and mobile technologies
(i.e., 2G, 3G, or 4G) are powered by available
electricity grids. In fact, when floodings happen,

it is very difficult to maintain electricity sources
to ensure the continuous operation of stations and
transmission lines, especially in mountainous
and remote areas;

- Due to the disruption of communication
systems (i.e., broken or swept away broadcasting
stations), communication between the authorities
and residents in flooded areas is limited, making
it difficult for search and rescue activities;

- The number of stations deployed in
the area is small and the density of stations is
low (e.g., the Rockefeller warning system in
the Kone - Ha Thanh river basin has from 4
to 7 stations). As a result, there is a lack of the
collected data which is influencing the accuracy
of warnings and forecasting models;

- The large-scale deployment of the FEWS
requires high costs. Furthermore, these systems
are copyrighted systems in term ofs hardware
and software. Therefore, it is difficult to for the
local authorities to deploy in a large scale.

To solve these limitations, studying and
implementing new solutions and technologies
for flooding monitoring and early warning are
essential. In recent years, Internet-of-Things
(IoT) and Low Power Wide Area Network
(LWPAN) like Wireless Sensor Networks
(WSN), Long Range (LoRa) are emerging as
potential technologies for FEWS!?. Compared to
solutions used in the existing systems®’, LoRa
or WSN can be deployed with open source
platforms, hardware and software costs are
fairly low. In particular, the LoRa or WSN-based
devices can operate in a long time, up to 3 - 10
years by using only AA batteries. Therefore,
LPWAN solutions are attracting the attention of
the scientific community and industries. Some
typical real-time flood warning systems using
LoRa or WSN have been proposed, such as
Advantech’s flood warning system'!, Libelium'?,
Semtech®, Flood-Network'¥, or StormSense'”.
These systems ensure the full range of features
of a flood warning system with user-friendly
interfaces. However, the biggest limitation of
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the above solutions is the cost of installation
and operation. Typically, each toolkit with two
or three sensor nodes costs from 5.000 to 7.000
Euros, which is too expensive for the local
authorities to deploy in a large scale.

Meanwhile, there are not many FEWS
combined with these new technologies in the
domestic market. Recently, there is an intelligent
flood warning system VFASS' allowing to
collect data using the LoRa technology and
broadcast warnings. However, it has not
integrated with tools of visualisation and data
management, making it difficult for flooding
management.

As analysed above, the deployment of
flooding monitoring and warning system upong a
combination of IoT and LWPAN is necessary. In
this work, the authors will design and implement
a real-time flood monitoring and warning system
based on LoRa technology combined with an
open source platform Thingsboard. The system
model proposed in this paper is expected to
solve the above limitations. The system will be
then deployed and evaluated in some frequently
flooded areas of the Kone - Ha Thanh river basin.

The rest of the article includes the

following sections. Section 2 describes
background of flooding monitoring and warning
systems, LoRa technology and the open source
platform Thingsboard. Session 3 introduces
the proposed real-time flooding monitoring
and warning system. The implementation and
evaluations of the proposed model are illustrated
in Section 4. The conclusion of the paper is

presented in Section 5.
2. BACKGROUND
2.1. An overview of FEWS

There are many different definitions of the
FEWS. According to the United Nations Office's
definition of disaster risk reduction, FEWS is
"an integrated system of hazard monitoring,
forecasting and prediction, disaster risk
assessment, communication and preparedness

activities systems and processes that enable
individuals, communities, governments, businesses
and others to take timely actions to reduce
disaster risks in advance of hazardous events’.
The architecture of FEWS includes basic

functional components as described in Figure 1:

Knowledge of
Flooding

Monitoring and
Warning

Flooding Early
Warning Systems
(FEWS)

Preparedness and

Response

Figure 1. The architecture of FEWS 3

In this paper, the authors focus on
monitoring and warning components. By the
end, we will design, build and implement a
flooding monitoring and warning system by
using the LoRa technology.

2.2. LoRa technology

LoRa (Long Range) is a wireless standard
designed for LPWAN to connect devices with
low bandwidth and data rates requirements,
while focusing on coverage efficiency as well
as energy efficiency. The LoRaWAN standard
developed by the LoRa Alliance defines the
Medium Access Control (MAC) layer and the
LPWAN network architecture using the LoRa
modulation method at the physical layer as
shown in Figure 2. The operational frequency
spectrum of the LoRa is from 430 MHz to
915 MHz. LoRa is one of the communication
technologies in the low power long range
connection group. LoRa works in the physical
layer of LoRaWAN architecture Semtech'’.
LoRa technology allows data transmission at
distances up to several kilometers without the
need for power amplifiers, thereby saving energy
consumption when transmitting/receiving data
and can operate for a long time before replacing
the battery.
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Figure 2. LoRa technology va LoRaWAN'®

LoRa uses a Chirp Spread Spectrum
(CSS) modulation technique. The data will be
hashed with high-frequency pulses to produce a
signal with a frequency range higher than that of
the original data (called chipped). These high-
frequency signals are encoded in sequences
of Chirp signals (sinusoidal signals whose
frequency changes over time). The CSS principle
allows for less complexity and improves the
accuracy of the receiver circuit so that data can
be decoded and reprocessed. Furthermore, LoRa
can transmit at a long distance without using a
high transmission power level, even when the
signal power is lower than ambient noise.

i Preamble ¢ Header :
F Symbols ™~ Symbols
. Beader | CRC Payload
Payload CRC
| (explicit mode only 0-205189)
e (R = 48——+ie——CR = Coding Rate——!
SF = Spreading Factor -
Preamble | Mandatory |  PHYHeader | CRC | pyoq | P02
symbols | (425)symbols | 0-3byes (Encoded n CR43) | O-255bReD | o

Figure 3. LoRa packet structure ' !

The LoRa packet structure is depicted in
Figure 3 and includes the following information:

- Header: contains information about the
size of the download (Payload) and PayloadCRC
or not.

- Payload: is the length of the application
data that needs to transmit.

- Spreading Factor (SF): determines the
number of Chirp signal chains when encoding

the frequency-modulated signal. The value of
SF varies from 7 to 12. The larger SF value
is, the data transmission time is longer and the
transmission distance is extended.

- Bandwidth (BW): defines the frequency
range at which the Chirp signal can change.
The higher the bandwidth 1is, the shorter
chipped signal encoding time will be. In this
circumstance, the data transmission time 1is
reduced, and the transmission distance is also
shortened. The three common bandwidth levels
for LoRa are 125 kHz, 250 kHz, and 500 kHz.

- Coding Rate (CR): is the number of bits
that are automatically added to each payload in
a LoRa packet by the LoRa chipset to help the
receiver circuit to restore some of the data bits
if there is an error in the reception process. The
higher the CR, the more likely it is to receive
the correct data; but the LoRa chip has to send
more data.

SF, BW, CR are three basic and important
parameters of LoRa chipset. SF and BW will
affect the time and distance of data transmission;
CR only influcences data transmission time.
Depending on specific application requirements
in terms of distance, data delivery rate, the values
of SF, BW and CR can be selected to optimise
transmissions over LoRa.

2.3. IoT open sources platform - Thingsboard

In order to store, manage, and display data
collected in monitoring and warning models,
the selection of the right IoT platform is
important'”'®, The ToT platform will perform
the main functions such as: connecting
devices, collecting, monitoring, managing and
analysing data. Recently, many open source
and commercial platforms have been proposed
to meet the growing needs of loT applications.
Compared with the open source platforms
Thingio, Sitewhere, WSo02, KaaloT, DeviceHive,
Zetta, and Blynk. Thingsboard is considered
a very effective platform to solve the need for
collection, processing, and data visualization
and device management '”. Thingsboard includes
some basic features as follows:

Journal of Science - Quy Nhon University, 2020, 14(5), 69-78 | 73



KHOA HOC

TRUONG DAI HOC QUY NHON

- Telemetry data collection: support
telemetry data collection and storage in a reliable
way. The collected data can be accessed using a
custom website or server-side API;

- Data visualisation: Thingsboard provides
many utilities to visualise data collected in
real-time;

- Device management: Thingsboard offers
abilities to register, manage devices as well as
track devices’ properties. Thingsboard also
allows server-side applications to send control
commands to devices via APIs;

- Dashboard: This functionality allows
to display data and control devices remotely in
real-time;

- Warning management: Thingsboard
provides tools to initiate and manage alerts
related to entities in the system, especially real-
time alarm monitoring. To connect devices
and exchange data, Thingsboard uses industry
standard IoT protocols, typically MQTT
(Message Queuing Telemetry Transport). MQTT
is a Publish-Subscribe messaging protocol, uses
low bandwidth, so it is an efficient protocol for
IoT applications. In a system using the MQTT
protocol, multiple clients connect to a server
(called the MQTT Broker). Each client will
subscribe to monitoring information channels
(topic) or post data to that information channel's.

3. A PROPOSED REAL-TIME FLOODING
MONITORING AND WARNING SYSTEM

3.1. System model

In the paper, the authors build a real-time
flood monitoring and warning system based
on the combination of LoRa technology'® and
the Thingsboard open source platform!”. The
basic idea of the system is to remotely collect
important data, such as: rainfall level L (mm),
water level H (m) and water flow rate V' (m?/s).
These data will be sent to the processing center
and displayed in real time to serve for analytical
monitoring and alert decision-making.

- Gateway (GW): is a central device that
converts two wireless transmission protocols,
LoRa and WiFi. GW will collect data from
Nodes (or measuring points). These data will
be updated on ThingsBoard MQTT Server
to display to users via website interface and
on smart phone. At the same time, GW sends
control signals from MQTT Server to the Nodes
to execute warning commands. In this paper,
Nodes 1 and 2 can operate like monitoring nodes
as well as controlling nodes (through the I/O
pins available connecting to speakers or other
warning devices).

- Monitoring nodes: are the terminals. The
nodes are responsible for measuring values of
rainfall, flow rate and river water level. Data is
then sent

ThingsBoard

Visualisation,
Data Management
and Warnings

LLOW

II

Figure 4. Proposed system model

to GW for further processing. The nodes
communicate with GW over the LoRa protocol.

- User interaction: User is provided with
an account to be able to access data on MQTT
Server, monitor and control via website and
smart phone interface.

- Thingsboard: This platform receives data
from GW, processes and visualises it. Based on
the proposed warning algorithm, Thingsboard
will make the appropriate warning decisions and
send the control command to GW to execute the
warning process.

3.2. Proposed monitoring and warning
algorithm

The proposed algorithm’s flowchart is described
in Figure 5. Warning decisions are released relied
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on the analysis and evaluation of data stored on
Thingsboard. Setting threshold values of L, H, V'
in the Thingsboard platform is dependent on the
actual topographic conditions at the considering
checkpoints and the authorities’ regulations:

- The threshold value of rainfall L:
Parameter L is determined using the regulation'

0 Medium rain alarm: L1 = 50mm within
24 hours;

o Heavy rain alarm: L2 = 100mm within
24 hours;

o Very heavy rain alarm: L3 = over
100mm within 24 hours;

- The thresohold value of river water level
H: The value determined using the regulation 2

oLevel 1: H1 = 6m;

oLevel 2: H2 = Tm;

o Level 3: H3 = 8m.

Data Collection from Nodes
1. Rainfall (L)

2. Water Level (H)

3. Water Flow Rate (V)

ThingsBoard
(Database)

Warnings

Figure 5. Algorithm flowchart of flood warning

process

- The threshold value of flow rate V:
Assuming that the parameters are set as follows:

o Level I alarm: V1 =5 m?/s;
o Level 2 alarm: V2 = 10 m?/s;

o Level 3 alarm: V3 =15 m’/s.

The proposed algorithm is executed by
comparing parameters of L, H, V with threshold
parameters (L1, L2, L3), (HI, H2, H3) and
(V1, V2, V3) independently through the use of
the "or" (||) operator. There are three levels of

warning:
- Level I alarm:
(O<L<LI)|[(0<H<HI1) [ (0=V=ZVI)
- Level 2 alarm:

(L1 <L<L2)||(HI <H<H2) | (VI<V
<V2)

- Level 3 alarm:

(L2<L<L3)| (H2<H<H3)| (V2<V
<V3)

4. IMPLEMENTATION AND RESULTS
4.1. Proposed system implementation

This section will introduce the implementation
of the proposed system in the Kone - Ha Thanh
River area passing the Nha Phu spillway. Figure 6
shows the experimental model with 02 Nodes
and 01 GW:

- Nodes use LoRa configuration and are
integrated with sensors to collect information of
rainfall, flow rate and river water level. Nodes
are distributed at two different locations: Node 2
is located above the spillway surface and Node 1
is located 1000m from the spillway.

Office

Figure 6. A deployment of the proposed system at
Nha Phu spillway, Kone - Ha Thanh river basin.
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- GW is set up in the office or at the house.
Data at GW will be sent to Thingsboard.

4.2. Results

The parameters of the implementation are
shown in Table 1. Figures 7 (a) and (b) describe
the internal structure of sensor Nodes and
GW respectively. At the same time, the actual
implementation of Nodes and GW is illustrated
in Figures 7 (¢) and (d).

Table 1. Parameters of experimental model

Parameter Symbol  Value
Frequency F 433MHz
Spectrum factor SF SF 7,9,12
Encoded rate CR 5/8
Bandwidth BW 125KHz
Transmitted power Tx 14dBm
Rainfall sensor Holman WS5070W
Water flow sensor YFS201

Water level sensor HC-04

Microcontroller — Node Arduino Nano
Microcontroller - GW ESP32
Aird (SX1278)

Distance Node - GW D 1000 m

LoRa Node

Figure 8 shows an interface for monitoring
data collected from Node 1 and 2 on the
Thingsboard platform. In addition, Thingsboard
also allows for monitoring the quality of the
transmission links between the Nodes and GW by
using received signal strength indicator (RSSI)
and signal to noise (SNR) ratio. The results in
Figure 8 (b) show that the Thingsboard platform
not only effectively supports flood warning data
visualisation, but also enables monitoring of the
operability and reliability of the Nodes.

(c) Node 1

(d) Node 2

Hinh 7. Structures of Nodes and GW
5. CONCLUSION

In the paper, we have proposed and implemented
a real-time flood monitoring and warning
model using LoRa technology at a low cost
(~ 150 Euro). The system works well with
the open source platform Thingsboard and is
capable of integrating various communication
technologies such as LoRa and WiFi. Relying on
the functionality of visualisation, the proposed
system allows users to access and monitor
flooding parameters directly and easily. As a
result, the proposed system is expected to widely
deploy in reality.
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Céc thong séNode 2
Time stamp Muc nude (cm)  Lwong mua(mm)  Nhiél 35(d6C)
202006-27 16:31:55 27184 0.00 35.00
202006-27 16:31:45 271.94 0.00 35.00
2020-06-27 16:31:35 27 .84 0.00 3500
2020-06-27 16:3125 272.00 0.00 35.00
2020-06-2716°3115 27202 0.00 35.00
2020-06-27 16:30:45 271.97 0.00 35.00
2020-06-27 16:30:35 271.95 0.00 35.00
2020-06-27 16:30:25 27194 0.00 35.00
2020-06-27 16:3005 2194 0.00 35.00
2020-06-27 162955 271.95 0.00 35.00

DO&m (%)  Kich thudcgdi tin (byte) RSSI{dBm) SNR

69 4400 44.00 950
70 44.00 44.00 9.00
70 44.00 -44.00 10.00
70 4400 4500 975
70 44.00 -44.00 9.75
70 44.00 -44.00 10.25
70 44.00 4400 9.00
70 44.00 -44.00 9.75
0 44.00 4500 9.75
70 44.00 -4300 10.50

(a) Rainfall, water level, temperature and humidity data, and signal level received at Node

Node 2: Biéu d6 murc nrére (don vi: cm)

max  avg

= . min
(© History - from 2020-06-27 16:04:00 o 2020-06-27 16:30:00 Mucnuoe 57144 27212 271.73

400.00
350.00

300.00

250.00
200.00
150.00
100.00

50.00

0.00
16:04 16:06 1608 16:10 16:12  16:14
(b) River water level

Figure 8. Monitored data at Node 2
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Anh hwéng ctia dé man dén sinh trwéng va sdng sot
cua ca ré dau vuong (Anabas testudineus) & giai doan
ca hwong dén ca giong

Phiing Thi Hong Dién"", V6 Vin Chi

! Triwong THPT S6 1 Phix My, huyén Phit My, tinh Binh Dinh, Viét Nam
?Khoa Khoa hoc Ty nhién, Truong Pai hoc Quy Nhon, Viét Nam

Ngay nhan bai: 27/04/2020; Ngay nhdan dang: 18/05/2020

TOM TAT

Thi nghiém nay dwoc thuc hién nham danh gia kha ning thich nghi 46 man cuia ca r6 ddu vudng. Ca c6 khdi
luong trung binh 1,5g duoc Iya chon dé b tri nuéi ¢ cac dd man 0, 5, 10 va 15%o. Ca duoc nudi trong céac bé Im?
v6i mat do 200 con/bé. Cac chi tiéu vé sinh truong va ty 18 sdng cua ca duoc khao sat dinh ky 10 ngay mot lan. Két
qua cho thdy, & d6 min 5%o cé sinh truong tdt, twong duong véi méi truong nude ngot (0%o). Nguoc lai, khi do
man tang 1&€n 10%o va 15%o thi sinh trudng cia ca cé xu hudng giam dan. Ty 1€ séng cua ca dat tir 86,67 - 95,67%,
trong d6 ca séng sot tot nhat & 0%o va 5%o. Tir nhiing két qua nay cb thé nhan dinh réng, mac du ¢6 su khac nhau
vé sinh truong va séng sot cuia ca ro dau vudng gitra cac dd man thi nghiém nhung nhin chung cé c¢6 thé thich nghi
t6t & khoang d6 man 0 -15%o, dic biét 1a & d6 man thap (< 5%o).

Tir khéa: Anabas testudineus, cd ré dau vuong, dé man, sy thich nghi.

‘Tac gia lién hé chinh.

Email: hongdienpm1@gmail.com
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Effects of salinity on growth and survival
of square head climbing perch (Anabas testudineus)
in the early juvenile to juvenile stage
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ABSTRACT

This study was conducted to assess salinity adaptation of square head climbing perch. Fish with average
body weight of 1.5g were selected to rear at the salinities of 0%o, 5%o, 10%0 and 15%o. Fish were cultured in tanks
(1m?) with the density of 200 individuals/tank. The growth and survival of fish were examined every ten days.
The results showed that fish well grew at both salinity of 0% and 5%o while its growth gradually decreased with
increasing the salinity from 10%o to 15%o. Survival rate of fish was from 86,67% to 95,67% and its highest values
were obtained at the salinity of 0%o and 5%o. Based on the results of this study, it is believed that despite different
growth and survival of fish between the experimental salinities, in general square head climbing perch can well

adapt to the salinity range of 0 - 15%o, especially at low salinity (< 5%o).

Keywords: Anabas testudineus, square head climbing perch, salinity, adaptation.

1. INTRODUCTION

Agricultural production plays an important role
in the economic development of Binh Dinh
as well as South Central Coastal provinces.
However, recently, because of impacts of
climate change, lots of agricultural lands in
Tuy Phuoc, Phu Cat, Phu My and Hoai Nhon
districts have become alum and saline lands
that are not effective for production or cannot
be used for rice production. To deal with this
situation, farmers in above districts have tended
to used these lands for aquaculture. Therefore,
it is essential to find aquatic species adaptable

for environmental conditions in these areas.

*Corresponding author.

Email: hongdienpm1@gmail.com

Square head climbing perch (Anabas
testudineus Bloch, 1792) is a variable fish species
from climbing perch. This species can grow
twice to three times faster than climbing perch
and can adapt well to different environmental
conditions. Moreover, the production of square
head climbing perch can bring high economic
benefit. Ngo Huu Toan and Nguyen Van Khanh'2
indicated that square head climbing perch can
well adapt to different salinities, so it can be
selected to culture in brackish waters. However,
these authors only conducted the study on this
fish species in juvenile stage, therefore its salinity
adaption in early juvenile stage has not been
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known yet. Examining the salinity adaption of
square head climbing perch in such early stages
is very important for the following reasons:
(1) can help promote survival and growth of
fish when it is cultured in brackish waters later;
(2) the bases that help culturists directly rear
early juvenile stage to juvenile stage of this
fish in brackish ponds to support the grow-out
culture in the same condition to reduce the input
cost compared to buying juveniles. The study
“Effects of salinity on growth and survival of
square head climbing perch (Anabas testudineus)
in the early juvenile stage” was carried out for
these above reasons.

2. SUBJECT AND METHODS
2.1. Subject

The early juveniles of square head climbing
perch (Anabas testudineus) were bought from
My Chau experimental farming for aquaculture,
Phu My - Binh Dinh.

2.2. Methods
2.2.1. Experimental design

The strong early juvenile fish with average body
weight of 1.5g and total length of 22mm were
selected for the experiment. Fish were cultured
in the composite tanks (1m®) within 30 days
with density of 200 individuals/tank and divided
into 4 saline treatments as NT1 (0%o - control),
NT2 (5%0), NT3 (10%o), NT4 (15%o) with 3
replicates. We chose salinity range of 0 - 15%o
to do the experiment because this is usually
used to examine salinity adaption of freshwater
fish.!>3435 The freshwater from the underground
well and marine water from the sea at My Duc
community were used to mix to the experimental
salinity levels using method Pearson square.

Fish were fed by floating pelleted feed
(SKRETTING) with size of 0.5 - Imm and 42%
protein. Fish were fed 6 - 10% body weight
twice a day at 7 - 8 am and 4 - 5 pm. Water
was exchanged 25% every 10 days during the

experiment. The tank bottom was daily cleared
by manually siphoning out and corresponding

amount of water was supplemented.
2.2.2. Water parameters examination

Temperature was daily examined using the
thermometer with the accuracy of 1°C.

pH was daily examined using the electronic
equipment HANNA with the accuracy of 0.01.

DO was daily examined using the electronic
equipment HANNA with the accuracy of 0.01.

Salinity was examined using the salinity

refractometer with the accuracy of 1%o.
2.2.3. Fish growth and survival examination

- Growth of fish: Body weight and total length
of fish were measured every 10 days to examine
growth of fish.

- Absolute growth rate for body weight
and total length of fish were determined by the
formula:

_W-m
ot -,

A

In which:

A: Absolute growth rate for body weight
(g/day) and total length (mm/day) of fish.

W,: Body weight (g) or total length (mm)

at time t,

W, :Body weight (g) or total length (mm)
at time t,

t - t,: Time period between two examinations
(day).

- Survival of fish were examined every 10
days using the formula:

S%=%x100

In which:
S1: Number of fish at the beginning
S2: Number of fish at the end
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2.3. Data analysis

Microsoft Excel 2010 was used to calculate the
average value and standard deviation. We used
one way ANOVA to examine the difference
of studied parameters between experimental
treatments using SPSS 20.0.

3. RESULTS AND DISCUSSION

3.1. Water parameters

Table 1. The water parameters in the experimental tanks

Water parameters such as temperature, pH,
DO are the basic ones to assess the water
quality in aquaculture. When these parameter
are suitable for aquatic animals in general and
fish in particular, they well grow and develop
and thus the results of study are accurate. The
water parameters in the experimental tanks were
showed in Table 1.

Treatments Temperature (C) pH DO (mg/l)
Min Max | Average | Min Max Average Min Max Average
NT1 24.0 31.0 27.42 6.5 6.9 6.81 4.5 6.0 522
NT2 24.0 31.0 27.37 6.8 7.2 7.09 4.5 6.0 5.28
NT3 24.0 31.0 27.38 7.0 7.4 7.12 4.5 6.0 5.25
NT4 24.0 31.0 27.38 7.3 7.7 7.13 4.5 6.0 5.20

Remarks: Min: minimum value; Max: maximum value; Average. average value

The experiment was conducted in a house,
so water temperature between the treatments
were relatively stable, that was lowest at 24°C,
highest at 31°C and average at 27.37 — 27.42°C.
This temperature range is suitable for growth
and development of tropical aquatic organisms.’

pH of water fluctuated from 6.5 to 7.7 and
increased with salinity raising in the treatments.
Specifically, average value of pH was lowest
(6.81) in NT1 (salinity of 0%o) and highest
(7.13) in NT4 (salinity of 15%o). Such variation
is due to pH of freshwater lower than that of
marine water, therefore the higher salinity of the
mixture of two kinds of water is, the higher pH
can obtain. According to Nguyen Thanh Phuong
et al.,® climbing perch can inhabit in waters with
pH from 5 to 10, but optimal pH for it is from
6 to 9. Square head climbing perch has similar

behaviors to climbing perch, so it will also adapt
well to this pH range. Thus, pH of water in the
experimental tanks is suitable for growth and
development of square head climbing perch.

Concentration of DO was from 4.5 -
6 mg/l, that is suitable for fish,® and this was not
greatly different between treatments.

In summary, enviromental parameters in
experimental tanks are suitable for square head
climbing perch, so experimental results are not
affected.

3.2. Effects of salinity on growth of fish

3.2.1. Effects of salinity on cumulative weight
growth of fish

Cumulative weight growth of fish in four
treatments as NT1, NT2, NT3 and NT4 is
expressed in Table 2.
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Table 2. Cumulative weight growth (g) of square head climbing perch

Treatment Progressed time of rearing
Day 0 Day 10 Day 20 Day 30
NT1 1.50 +£0.122 1.88 +£0.10° 241+0.132 3.03+0.14°
NT2 1.50 +£0.122 1.87 +0.10° 242+0.11° 3.02+0.13°
NT3 1.50+0.122 1.85+0.11° 229+0.11° 2.77+0.13°
NT4 1.50+£0.122 1.83+0.11¢ 2.25+0.13¢ 2.71+0.12¢

Remark: in the same column, the different letters indicate significant difference (p < 0.05).

The results showed that weight of fish
increased according to rearing time. Particularly,
fish weighing 1.5g at the beginning of experiment
grew to 2.71 — 3.03g after 30 days of rearing.

Weight of fish between NT1 and NT2 was
not significant different (p > 0.05) at day 10, day
20 and day 30 but higher than that in NT3 va
NT4 (p <0.05). Weight of fish in NT4 was lowest
(p < 0.05). Particularly, at the end of the
experiment (day 30) weight of fish in NT1 and
NT2 were 3.03g and 3.02g respectively while
this in NT3 and NT4 were 2.77g and 2.71g.
Therefore, it can be said that cumulative weight
growth of early juveniles of square head climbing
perch reared at salinity of 5%o is similar to that
of fish raised in freshwater. However, if fish are
reared at higher salinity levels as 10%o and 15%o,
its cumulative weight growth tends to decrease.

The similar results are also reported in

some studies. Nguyen Van Kiem and Trang Van
Phuoc* reared snakeskin gourami (7richogaster
pestoralis) at salinity range of 0 - 13%o. and
showed that there was no difference of body
weight of fish at the end of the experiment
between the experimental salinity levels as
0%o, 5%0 and 7%o but weight of fish gradually
decrease with increasing salinity. Similarly,
weight of climbing perch with initial weight of
7 - 8g reared at salinities of 0 - 15%o was highest
at 0%o va 3%o and lowest at 12%o and 15%o after
90 days.’ Thus, it can be seen that square head
climbing perch as well as snakeskin gourami and
climbing perch can only grow well in low saline
waters.

3.2.2. Effects of salinity on cumulative length
growth of fish

Cumulative length growth of fish in four
treatments is expressed in Table 3.

Table 3. Cumulative length growth (mm) of square head climbing perch

Progressed time of rearing
Treatment
Day 0 Day 10 Day 20 Day 30
NT1 22.00 £ 0.04° 30.33 £1.62° 39.33 + 1.76* 48.92 +1.94°
NT2 22.00 £ 0.04° 30.32 £ 1.68° 39.26 +1.62° 48.80 £2.07¢
NT3 22.00 + 0.04° 29.18 +1.82° 36.98 +2.03° 45.11+£2.13°
NT4 22.00 + 0.04° 29.09 +1.73% 36.64 + 1.86° 44.62 £2.26°

Remark: in the same column, the different letters indicate significant difference (p < 0.05).
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Similar to cumulative weight growth,
length of fish also increased according to rearing
time. Particularly, initial length of fish was
22mm and after 30 days of rearing, total length
of fish increased to 48.92mm in NT1, 48.8mm
in NT2, 45.11mm in NT3 and 44.62mm in NT4.

Total length of fish in NT1 and NT2 was
always higher than that in NT3 and NT4 at day
10, day 20 and day 30 (p < 0.05). However, there
was no significant difference of total length
of fish between NT1 and NT2 as well as NT3
and NT4 (p > 0.05). Particularly, at the end of
the experiment, total length of fish in NT1 was
30.33mm similar to that in NT2 (30.32mm)
while total length of fish in NT3 was 29.18mm
similar to that in NT4 (29.09mm). Therefore,
it can be said that cumulative length growth of
early juveniles of square head climbing perch

reared at salinity of 5% is similar to that of fish
raised in freshwater. However, if fish are reared at
higher salinities as 10%o and 15%o, its cumulative
length growth tends to decrease. Our results are
not similar to the findings of Le Thi Phuong
Mai et al.’ on snakeskin gourami (7richogaster
pestoralis), that showed that length of fish was
highest after 90 days of rearing at salinity of
9%o compared to 0%o, 3%0 and 6%0. However, in
the experiment of these authors, survival of fish
reared at 9%o was lowest so fish can grow fast
because of low density.

3.2.3. Effects of salinity on absolute growth rate
for body weight of fish

Based on cumulative weight growth of fish,
we calculated its absolute growth rate for body
weight in the experimental treatments and the
results are showed in Table 4.

Table 4. Absolute growth rate for body weight of fish (g/day)

Treatment Time period of rearing
Day 0 - day 10 Day 10 - day 20 Day 20 - day 30 Day 0 - day 30
NT1 0.038 +0.001° 0.053 £0.001° 0.061 +0.009* 0.051 +0.004°
NT2 0.037 £ 0.001* 0.055 +£0.001° 0.060 + 0.009* 0.051 +0.004¢
NT3 0.035+0.001° 0.044 +0.001° 0.048 +0.009° 0.042 + 0.004°
NT4 0.034 +£0.001° 0.041 £0.001°¢ 0.046 +0.009¢ 0.040 + 0.004¢

Remark: in the same column, the different letters indicate significant difference (p < 0.05).

In general, absolute growth rate for body
weight of fish gradually increased according
to time periods of rearing (Table 4). This give
a speculation that fish can well grow in next
rearing periods.

Absolute growth rate for body weight
of fish was different between treatments. In
the period of day 0 to day 10 of rearing, this
in NT1 and NT2 was significantly higher than
that in NT3 and NT4 (p < 0.05) but there was
no difference of this between NT1 and NT2 as
well as between NT3 and NT4 (p > 0.05). In the
period of day 10 to day 20 and day 20 to day 30
of rearing, absolute growth rate for body weight
of fish in NT1 and NT2 was not significantly

different (p > 0.05) and was highest, however
this in NT3 and NT4 was different and the lowest
value was seen in NT4 (p < 0.05).

For pooled results of 30 days of rearing,
treatment NT1 (salinity of 0%.) and NT2
(salinity of 5%o) still showed the superior
absolute growth rate for body weight compared
to NT3 (salinity of 10%0) and NT4 (salinity of
15%0) (p < 0.05), of which growth rate of fish
in NT4 was lowest. Therefore, like cumulative
weight growth, absolute growth rate for body
weight of early juvenlies of square head climbing
perch reared at salinity of 5%o is similar to that
of fish raised in freshwater. However, if fish are
reared at higher salinity levels as 10%o0 and 15%o,
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its growth tends to be lower. Unlike, Ngo Huu
Toan and Nguyen Van Khanh? reported that
absolute growth rate for body weight of square
head climbing perch in grow-out culture at the
salinity levels of 0, 4%o, 8%0 and 12%o was not
different. The different results between this study
and our study may be due to different ontogenetic
stages of experimental fish; we conducted the
experiment on early juveniles (1.5g in initial
body weight) while these author did on juvenlies

(2.28g in initial body weight). Therefore, it can
be speculated that salinity adaptation of different
ontogenetic stages of square head climbing
perch is different.

3.2.4. Effects of salinity on absolute growth rate
for total length of fish

Based on cumulative length growth of fish,
we calculated its absolute growth rate for total
length in the experimental treatments and the
results are showed in Table 5.

Bang 5. Absolute growth rate for total length of fish (mm/day)

Treatment Time period of rearing
Day 0 - day 10 Day 10 - day 20 Day 20 - day 30 Day 0 - day 30
NT1 0.83 £0.16 0.90 +0.23¢ 0.96 +0.16 0.90 + 0.06°
NT2 0.83+0.17 0.89£0.21° 0.95+0.19° 0.89 £ 0.07°
NT3 0.72+0.18 0.78 £ 0.14° 0.81+0.19° 0.77+£0.07°
NT4 0.71+£0.17° 0.76 £ 0.14° 0.80+0.17° 0.75+0.08°

Remark: in the same column, the different letters indicate significant difference (p < 0.05).

In general, absolute growth rate for total
length of fish gradually increased according to
time periods of rearing (Table 5). This give a
speculation that length growth of fish can rapidly
increase in next rearing periods.

Absolute growth rate for total length of
fish was different between treatments. In all
periods of rearing, this in NT1 and NT2 was
significantly higher than that in NT3 and NT4
(p < 0.05) but there was no difference of this
between NT1 and NT2 as well as between NT3
and NT4 (p > 0.05).

For pooled results of 30 days of rearing,
treatment NT1 (salinity of 0%o) and NT2 (salinity
of 5%o) still showed the superior absolute growth
rate for total length compared to NT3 (salinity
of 10%o) and NT4 (salinity of 15%o) (p < 0.05).
Therefore, it can be said that absolute growth

rate for total length of early juvenlies of square
head climbing perch reared at salinity of 5%o
is similar to that of fish raised in freshwater.
However, if fish are reared at higher salinity
levels as 10%o0 and 15%o, its absolute growth rate
for total length is lower.

The similar results are also found in
grow-out culture of this fish; absolute growth
rate for total length is highest at salinity of 0%o
and 4%, followed by salinity of 8% and 12%o
and lowest at 16%o0>. Thus, it can be seen that
absolute growth rate for total length of square
head climbing perch gradually reduces when fish
are cultured in salinity more than 5%o.

3.3. Effects of salinity on survival of fish

Survival of fish in the treatments is showed in
Table 6.
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Table 6. Survival (%) of square head climbing perch in the stage of early juvenile to juvenlie

Time period of rearing
Treatment
Day 0 - day 10 Day 10 - day 20 Day 20 - day 30 Day 0 - day 30
NT1 98.30° 98.47* 98.80? 95.67*
NT2 98.00° 98.64 98.97* 95.67
NT3 93.33° 96.25° 98.51* 88.00°
NT4 92.50° 96.03° 97.98* 86.67°

Remark: in the same column, the different letters indicate significant difference (p < 0.05).

In general,

survival of fish

in the

reported by Do Thi Thanh Huong et al. (2013)?

experimental treatments was high (> 86%), which
indicates that fish well adapted to the culture
environment. Survival of fish in this study is
much higher than that of snakeskin gourami
reared at salinities of 0 - 13%o (2.45 - 82.31%)*.

Survival of fish tended to increase
according to rearing periods (Table 6), which
implies that fish gradually adapt to the culture
environment in the experimental tanks.
However, there was the difference of survival of
fish between treatments. In two first periods of
rearing (day O - day 10 and day 10 - day 20),
survival of fish in NT1 and NT2 was higher than
that in NT3 and NT4 (p < 0.05). This indicates
that fish reared in high salinities (10%o and 15%o)
died more than those cultured in freshwater and
5%o. It is speculated that fish did not immediately
adapt to high salinity because of the osmotic
pressure difference between the body and the
environment. In contrast, in the period of day
20 - day 30 of rearing, survival of fish between
treatments did not differ (p > 0.05), implying that
fish well adapted to the enviromental conditions
in the experimental tanks.

The accumulative results of 30 days of
rearing showed that survival of fish in NT1 - 0%o
and NT2 - 5%o (95.67%) was higher than that
in NT3 - 10%o (88%) and NT4 - 15%o (86.67%)
(p < 0.05). There was no difference of survival
of fish between NT1 and NT2 as well as NT3
and NT4 (p > 0.05). The similar results are also

on climbing perch with initial body weight of
7 - 8g; after 90 days of rearing, survival of fish
was highest at 0%o (97.5%) and 3%o (96.7%)
and gradually decreased at 9%o, 12%o and 15%o.
Nguyen Van Kiem va Trang Van Phuoc* also
showed that survival of snakeskin gourami was
highest at salinities of 0%o and 3%o (80.45 -
82.31%) and gradually decreased at salinities
of 5%o, 7%o0, 9%o, 11%0 and 13%o. Therefore,
square head climbing perch, climbing perch or
snakeskin gourami can survive well at low saline
waters and when water salinity increases the rate
for fish survival reduces.

4. CONCLUSION

Our results show that square head climbing can
adapt well to the salinity up to 15%o in the stage
of early juvenile to juvenile. However, uniquely,
growth and survival of fish reared at salinity of
5%o are similar to that at freshwater while these
of fish gradually decrease at the higher salinity
levels. Therefore, it can be concluded that
juveniles of fish in the mentioned stage can be
cultured at waters with salinity < 15%o but it is
better to rear it at salinity < 5%eo.
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TOM TAT

Nghién ciru ndy duoc thuc hién dé xac dinh dic diém sinh hoc dinh dudng cua ca That 1at (Notopterus
notopterus) phan bé tai dm Tra O, tinh Binh Dinh. MAu ¢4 duoc thu dinh ky hang thang dé phan tich hinh thai giai
phau hé tiéu hoa, chi s6 sinh trac rudt (RLG) va thie an tw nhién cua ca. Hinh théi cdu tao cta hé tiéu hoa cua ca
(rang nho nhon, ludi co rang sic nhon, da day 16n, rudt ngan) va chi sb sinh tric rudt (RLG) (dao dong tir 0,3 dén
0,36) cho thay ca co tinh 4n thién vé dong vat. Thanh phan thirc n tw nhién ciia ca gdm c6 gidp xéac, au tring con
tring, ré thyc vat thity sinh va mun ddy, trong d6 tan s6 xuat hién cua thirc an dong vat la rat cao (95,8%). Nhu vay,
c6 thé noi rang, ca That 1at ¢6 tinh an tap nhung thién vé dong vat.

Tw khéa: Ca That lat, hé tiéu hoa, tap tinh an, thirc an ty nhién.

‘Tac gia lién hé chinh.

Email: thachtruc95@gmail.com
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ABSTRACT

This study was conducted to determine the feeding biology of Bronze featherback (Notopterus notopterus)
distributed in Tra O lagoon, Binh Dinh province. Fish samples were monthly collected to analyze anatomical
morphology of digestive system, the relative length of the gut (RLG) and natural food of fish. The morphological
characteristics of the fish's digestive system (small sharp - pointed teeth, sharp teeth on the tongue, big stomach,
short intestines) and the relative length of the gut (from 0.3 to 0.36) indicate that this kind of fish is carnivorous.
The natural food composition of fish included crustaceans, larvae of insects, aquatic plant roots and humus, of
which the occurrence frequency of food which are animals was very high (95.8%). Thus, it can be said that Bronze

featherback is an omnivore but focusing on animals.

Keywords: Bronze featherback, digestive system, feeding behavior, natural food.

1. INTRODUCTION

Tra O lagoon is a natural freshwater lagoon,
having characteristics of the coastal lagoon
system in Central Vietnam. The lagoon covers
an area of about 1600 hectares. If supplies the
local community with a large amount of aquatic
products every year, many of which have
high economic value that take a part to solve
living needs of majority of coastal residents
and contribute to the general socio-economic
development of the locality and Binh Dinh
province.

Bronze featherback distributed in this
lagoon is one of economically valuable species
considered. This fish species has delicious
meat, especially plasticity of its meat, so it
is often used to produce fish cakes, which is
a special food in Phu My district in particular

*Corresponding author.

Email: thachtruc95@gmail.com

and Binh Dinh province in general. Therefore,
the consuming demand of Bronze featherback
inhabiting in Tra O lagoon is increasing. This
is the cause of overexploitation, which leads to
seriously decrease the mass of this fish in the wild
and the commercial size of this fish is smaller
and smaller. Thus, carrying out the complete
and systematic studies on the basic biological
characteristics of Bronze featherback, especially
feeding biology, is essential to contribute to
the effective conservation of this economically
valuable species. In addition, studying on
feeding biology of Bronze featherback will
supply the important base for grow-out culture
and breeding of this species to meet the market
requirement and reduce pressure of exploitation
for fish resources, as well as to diversify new
cultured species in the locality.
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2. SUBJECT AND METHODS
2.1. Subject

Bronze featherback (Notopterus notopterus)
distributed in Tra O lagoon, Binh Dinh province.

2.2. Methods
2.2.1. Sampling and treating fish samples

Fish with different sizes were collected every
month in Tra O lagoon. Based on size of fish
collected, we divided fish into 3 groups: <15 cm,
15-18 cm and > 18 cm.

After being colleted, the fish were freezed
and brought to the Animal Science Laboratory,
Faculty of Natural Sciences, Quy Nhon
University to analyse within the day or fixed in
5 - 10% formol solution for later analysis.

2.2.2. Examining the digestive system and
feeding habit of fish

Describing the characteristics of the digestive
system (focusing on organs such as mouth,
teeth, gill rakers, intestine) by observing of
morphological and anatomical characteristics.

Examining feeding habit of fish: Based on
the relative length of the gut (RLG) according to
Al-Hussainy.!

RLG = L
L

Where: + Li: Length of the gut of fish (cm)
+ L: Total length of fish (cm).
2.2.3. Analysing natural food of fish

We dissected fish to analyze natural food in fish
stomachs or intestines. Stereomicroscope and
optical microscope were used to analyze and
identify prey items of fish. Then, these prey
items were classified to the lowest possible taxon
based on classification documents.>?

- We determined occurrence frequency
(%0) of each of food item using formula of
Hyslop:*

Number of stomach containing prey i

0i% = (

) x 100

Total number of analysed stomach

3. RESULTS AND DISCUSSION
3.1. Digestive system and feeding habit of fish

According to our observation, the digestive
system of Bronze featherback also included
organs like most other fish species. To identify
feeding habit of this fish, we focussed on
describing some of the following organs:

- Mouth: Mouth is relatively large, with a
short flat snout; maxilla extended to anterior eye
orbit (Figure 1).

Figure 1. Morphology of mouth of Bronze featherback

- Teeth: There are small pointed teeth
with rough teeth surface on both jaws (Figure 2).
According to Nguyen Bach Loan,’® fish that eat
small animals often have small, smooth teeth.
Thus, based on the described teeth characteristics,
Bronze featherback can be a predator.

- Tongue: The tongue is well developed
and movable, that had sharp teeth on the tip
(Figure 2). Such morphological characteristics
of the tongue show the adaptation of the fish as
carnivorous behavior; it can be said that tongue
is used to hold or tear prey when the fish eat.

Figure 2. Morphology of teeth and tongue of Bronze
featherback
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- Gill rakers: As our observations, Bronze
featherback has four separate pairs of gill arch.
Each gill arch has 2 rows of white gill rakers.
For the first gill arch, a row of gill rakers is
rod-shaped, short, thin, relatively pointed and
sparse, that has its bottom attached to gill arch
and its tip directed to the mouth cavity while
another row of gill rakers was spiny knobs. For
other gill arches, both rows of gill rakers are
spiny knobs (Figure 3). According to Vu Trung
Tang and Nguyen Dinh Mao,® the shape and size
of gill rakers of the fish are often suitable for
their feeding behavior. Fish eating small animals
have thin, and sparse gill rakers while gill arches
of fish eating large animals have sharp spines or
their gill rakers form spiny knobs.® Thus, based
on the morphological characteristics of gill
rakers, it can be said that Bronze featherback can
be a carnivore.

- Esophagus: Esophagus is linked to
the pharynx, that moves food into the stomach.
The esophagus of Bronze featherback is short,
tubular, easily stretched and its wall is thick
(Figure 4).

- Stomach: Stomach, that contains food
and release digestive enzymes to digest food, is
connected to the esophagus. Stomach of bronze
featherback is bag-shaped, relatively large and
its wall is thick (Figure 4).

Gill raker

Gill arch

Figure 3. Morphology of gill arches and gill rakers of
Bronze featherback

- Intestine: Intestine is the end part of the
digestive tract, that connects the stomach and
the anus of fish. It releases digestive enzymes
and absorbs nutrients. The intestine of Bronze

featherback is relatively short, large at the
beginning, and has folds (Figure 4).

Intestine

Stomach

Esophagu

Figure 4. Morphology of stomach and intestine of
Bronze featherback

The length of fish gut depends on natural
food that they consume and this increases with
increasing rate of plant in fish diet.” Therefore,
to determine more accurately feeding habit of
fish, we calculated the correlation index between
the gut length (Li) and total length of fish (L)
(The relative length of the gut - RLG). Results
recorded on 228 individuals of fish with 3 size
classes are shown in Table 1.

Bronze featherback has relatively low
value of RLG that is from 0.30 to 0.36 (Table
1). According to Nikolsky,® carnivorous fish
usually have RLG <1. Therefore, it can be said
that Bronze featherback is also a carnivore.
The results in Table 1 also show that RLG
varied between different size classes of fish.
Specifically, RLG of size class of fish > 18cm
(0.36) is higher than this of size class 15 - 18cm
(0.35) and size class <15c¢m (0.30). This shift can
be the adaptability of fish in each ontogenetic
stage.

Table 1. RLG of Bronze featherback

Size class  Length of  Total length RLG
of fish gut - Li of fish - LL
(cm) (cm) (cm)
<15cm 4.0+0.13 13.6 +0.12 0.30
15-18cm  5.7+0.08 16.5+0.07 0.35
>18cm  7.0+0.16 19.5+0.15 0.36

Based onanalysedresults of morphological
characteristics of digestive system and RLG,
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it can be seen that Bronze featherback is a
carnivore. However, to more exactly examine
feeding habit of this fish, we analyzed the
composition of natural food in their stomach.
The results are shown in the next section.

3.2. Natural food of fish

As it is impossible to directly observe feeding
behavior of fish in the wild, the best way to
determine feeding habit of the fish is to analyze
the composition of food in their gut or stomach.”

The results of analysing natural food
composition in the stomachs containing food of
216 fish individuals are shown in Table 2.

It can be seen from Table 2 that the natural
food of Bronze featherback includes humus,
aquatic plant roots, crustaceans, larvae of insects.
Crustacean has highest occurrence frequency
(63,4%), followed by humus (44,0%), larvae of
insects (32,4%) and aquatic plant roots (19,9%).
For larvae of insects, family Petaluridae (order
Odonata) appears with the highest frequency
(13,4%) while family Philopotamidae (order
Trichoptera) has the lowest occurrence frequency
(5,1%).

According to Vu Trung Tang and Nguyen
Dinh Mao,’ for omnivores that eat both plants
and animals and also humus, there are those
eating more animals than plants, and others
eating more plants than animals. It can be seen
that animals take 95,8% while plants only hold
nearly 20% of the occurrence frequency in
natural food composition of Bronze featherback.
Thus, combining the results of analysis of
natural food composition and the morphological
and anatomical characteristics of the digestive
system, it can be concluded that Bronze
featherback is an omnivorous fish but focuses
on animals.

Table 2. The natural food composition of Bronze
featherback

Food composition Occurrence
frequency
(%0)
Humus 44.0
Aquatic plant roots 19.9
Crustaceans 63.4
Larvae of insects 324
Order Trichoptera 51
- Family Philopotamidae '
Order Odonata
. 13.4
- Family Petaluridae
Order Odonata 6.9
- Family Lestidae '
Order Diptera
6.9

- Family Chironomidae

4. CONCLUSION

Bronze featherback has the relatively large
mouth, small pointed teeth; there are sharp
pointed teeth on tongue; there are two types of
gill rakers: rod-shaped, short, thin, and sparse
gill rakers and knob-shaped gill rakers.

Stomach of its relatively big and bag-
shaped. Intestine is relatively short and has folds.
The relative length of the gut (RLG) is from 0.3
to 0.36.

The morphological and anatomical
characteristics of digestive system and RLG value

show that Bronze featherback is a carnivore.

The natural food composition of this fish
includes humus, aquatic plant roots, crustaceans,
larvae of insects. Animals are dominant prey that
take 95,8% of occurrence frequency.

Based on all findings of this study, it can
be said that Bronze featherback is an omnivore
but tends to be a carnivore.
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TOM TAT

Trong nghién ctru nay, vét liéu vonfram disunfua da dugc diéu ché bang cach nung hdn hop H,WO, va
thiourea véi ty 1¢ khdi lugng 1:5 trong dong khi Ar ¢ 650 °C trong 1 gio va duoc ky hiéu 1a WS,. San pham duoc
dic trung phd nhidu xa tia X, phd hdong ngoai, phd tan sic ning luong tia X, anh kinh hién vi dién tir quét va
phé phéan xa khuéch tan tir ngoai kha kién. Két qua cho thiy mau tong hop dugc co cau truc dic trung cia WS,
Kha ning hip phu va xuc tic quang cua vat liéu WS, dugc danh gia qua phan ang phan hiy thudc nhudm cation
(thodamine B) & khoang pH tir 1,5 dén 8,0, két qua cho thay sw giam ndng do RhB trén vat ligu WS, khi ting pH
dung dich tir 1,5 dén 8,0 do anh hudng ciia sy hap phu hon 13 qué trinh phéan hity hoa hoc. Pic biét & pH = 4, tuong
tac tinh dién gilra bé mit cua vat liéu mang dién tich am va thudc nhudém cation manh nhét, dan dén hiéu suét hép
phu va quang xuc tac dat toi da trong tng 66,98% va 20,88% sau 8 gid thir nghiém.

Tir khoa: WS, hdp phu, xiic tac quang, pH, Rhodamine B.
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ABSTRACT

In this work, the tungsten disulfide material was prepared by calcining mixture of H,WO, and
thiourea with weigh ratio of 1:5 in Ar gas at 650°C for 1h, and denoted as WS,. The obtained product was
characterized by X-ray diffraction (XRD), infrared spectra (IR), energy-dispersive X-ray spectroscopy
(EDS), scan electron microscopy (SEM) and UV-Vis diffuse reflectance spectroscopy (UV-Vis). The
relevant characterizations indicated that the main composition of sample is tungsten disulfide. The
integrated adsorption and photodegradation of the cationic dye (rhodamine B) on WS, was evaluated in
a pH range of 1.5 - 8.0, which showed that the decline of RhB degradation rate on WS, when increasing
solution pH from 1.5 to 8 due to adsorption rather than the photodegradation process. Specifically at pH
of 4, the strongest electrostatic interaction between the negatively charged surface of the material and
cationic dye resulted in a highest adsorption and photocatalytic efficiency up to 66.98% and 20.88%,
respectively, after investigating time of 8 hours.

Keywords: /'S, adsorption, photocatalysis, pH, Rhodamine B.

1. INTRODUCTION Layered MoS, with different nanostructures
like nanowires, nanorods, and nanotubes, the
monolayer and multilayer structures have been
also synthesized.>'® The layered structure of
MoS, crystals, with hexagonal arrangement
of atoms by covalent bonds in a sequence of
S—Mo-S through weak Van der Waals interactions
could be suitable for solar cells, photonics,

optoelectronics, and catalysts applications.>

Environmental pollution caused by organic
toxic pollutants has become a global concern.
In order to solve this problem, a variety of
advanced oxidation processes have been widely
used, and photocatalysis is now attracting a
considerable attention for various applications.
Beside metal oxide-based photocatalysts

such as TiO,, ZnO, WO,, Cu0, etc., the
layered-structure materials transition metal
dichalcogenides (TMDs) such as MoS, and WS,
having a band gap of 1.8 eV have been become
a promising candidate for photocatalyst.'

*Corresponding author.

Email: vovien@gqnu.edu.vn

Similar to MoS, in terms of crystal structure
and chemical property, WS, also has a narrow
band gap making this material could work as a
photocatalyst to decompose organic molecules
under visible light.'-10:12
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Various reports show that a nano-
photocatalyst possessing a high specific surface
area performs not only an excellent photocatalytic
activity but also a strong adsorption capacity
to pollutants.’*!* Furthermore, the adsorption
process can strongly affect the photocatalytic
efficiency of decomposing pollutants due to the
fact that both the adsorption and the photoinduced
reactive species mainly occur on the surface of
the material.'*!® Most available photocatalytic
studies have ignored or ejected the adsorption
kinetics by assuming the adsorption - desorption
interaction reaching the equilibrium, then
considering the decrease in the concentration of
pollutants is due to photocatalytic process.'”"
However, the adsorption-adsorption equilibrium
cannot be achieved in the photocatalytic
reaction due to the activation of radicals, which
causes the concentration of the adsorbent on
the catalyst to decrease continuously when
illuminated.?® Meanwhile, few studies have been
published involving the effects of adsorption on
photocatalytic degradation to remove pollutants.
Recently, Luo et al. showed that adsorption
process can promote the decomposition of
Red 120 dye on the g-C,N, catalyst with the
proposed Elovich kinematic model.?! This paper
focuses on the synergy between adsorption and
photocatalysis of a typical catalyst, WS,. To
consider the adsorption capacity, in this study,
we changed the pH of the reaction solution and
used Rhodamine B (RhB) as a target molecule.

2. EXPERIMENT
2.1. Chemicals

The chemicals used in the synthesis were H,WO,,
(NH,),CS, rhodamine B purchased from Xilong
Chemical Co. Ltd. (China) with the purity over
99% and no further modification.

2.2. Preparation of material

The WS, material was synthesized via a facile
solid-state reaction by the following procedure:
a mixture of tungstic acid and thiourea with
weigh ratio of 1:5 was added to a solvent of
10 mL of distilled water and 30 mL of C,H,OH
with stirring at 40 °C. After 5 hours, the solid

was collected and then dried for 12 hours at
80°C. The obtained solid was finely ground and
transferred to a ceramic cup, covered closely
with aluminum foil, and then annealed at 650°C
for 2 h under Ar gas. The resulting material was
rinsed several times with distilled water and
C,H,OH, then dried at 80 °C for 12 hours, and
denoted as WS..

2.3. Material characterization

Powder X-ray diffraction (XRD) patterns of
sample were recorded by a D8 Advance Xray
diffractometer with Cu Ko radiation (A = 1.540A)
at 30 kV and 0.01 A. Infrared spectra (IR)
of material were measured by IRPrestige-21
(Shimadzu). The SEM image and nergy-
dispersive X-ray spectroscopy (EDS) of sample
were recorded on Nova Nano SEM 450. UV-Vis
diffuse reflectance spectroscopy (UV-Vis-DRS)
was carried out on Cary 5000 (Varian, Australia).

2.4. Determination of pH,,, .

Point of zero charge (pH,,.) of WS, material was
determined by titration method of measuring pH
of 0.1M NaCl solution at 30 °C. In detail, initial
pH values (pHi) of 50 mL of 0.1M NaCl solution
were adjusted from 1.0 to 12.0 by addition of
HCI or NaOH. To the solutions, 0.03 grams of
WS, were added and stirred for 24 hours. The
suspensions were separated and the pH final
values (pH,) were measured. The point of zero
charge was pH, when pH, = pH,. The pH value of
the solutions is measured on the HANA HI2211
pH meter.

2.5. Photocatalytic activity evaluation

The adsorption and photocatalytic activity of
WS, was evaluated by the removal efficiency of
rhodamine B (RhB) in aqueous solution at the
dark and under the light of LED (220V- 30W).
The concentration change of RhB was measured
on UV-Vis spectrophotometer (CECIL CE2011)
at the wavelength of 553 nm.

The efficiency (h) is calculated by the
following expression:

Co_ct

o
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Where C, and C, are the initial
concentrations and the concentrations of
rhodamine B solution (mg/L) at time t (hour).

3. RESULTS AND DISCUSSION

The crystal structure and phase of WS, sample
were analyzed by XRD. As seen in Figure 1,
the XRD pattern of WS, exhibits main peaks at
20 = 14.3°; 32.8°; 39.5° 43.9°; 58,4° and 69,1°
corresponding to the (002), (101), (103), (006),
(110) and (201) planes, respectively. The peaks
match well with the reference of WS, (JPCDS
card No. 002-0131), confirming that the WS, has
a hexagonal crystalline structure. The intensity
of the (002) reflection for WS at 260 = 14.3 shows
the characterization of multi-layered WS, and
high order of the material. The d-spacing was
calculated base on the (002) plane using Vulf-

=62 A,

Bragg equation to be d, =

2sin @
which is consistent with the previous published
articles. 3%

The bonding vibrations in the molecular
structure of WS, sample were further confirmed
by IR spectra and shown in Figure 2. The band
at 3445 cm’! is attributed to the OH vibration of
adsorbed water, while the observed peaks in the
region of 500 cm!' - 690 cm ! are attributed to
W-S bond and band at 960 cm™ is due to the S-S
bond.?

(101) wWs

(103) (110)
(0086)

PDF# 002-0131-WS,

T T L) ‘I| | “
10 20 30 40 50 60 70

2 theta (degree)

intensity (a.u.)

Figure 1. XRD pattern of WS,

WS

Transmittance (%)

3445
O-H

T T T T T T T
4000 3500 3000 2500 2000 1500 1000 500
Wavenumber (cm™)

Figure 2. IR spectra of WS,.

The EDS analysis of WS, in Figure 3
shows that W and S are main elements of the
material. However, the presence of C and N
with insignificant content may come from
decomposition of the precursors.

T s WS,

e 1 7] m a ] 7] 7] e 106 2

Lec 300 B8Crty  0JB0KY Dt OctaneEact Pan

Energy (KeV)

Figure 3. EDS patterns of WS,

The morphology of WS, was also
characterized using SEM. Figure 4 shows that
WS, is shaped like hydrangea flowers, formed
from sheets.

4

£ B Al csS AL mSOS
?& HV spot | mag B WD det | 1 pm
| 500kv | 3.0 | 25000x | 5.0mm | TLD | Nova NanoSEM 450 - FEI - HUS - VNU

Figure 4. SEM image of WS,
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The optical properties of WS, was
characterized by UV-Vis diffuse reflectance
spectroscopy and shown in Figure 5.

0s{ —WS, g (b)

Absorbance (a.u.)

0‘3 T L T L) T
200 300 400 500 600 700 800

Wavelength (nm)

Figure 5. (a) UV-vis spectrum of WS, and (b, inset)
optical band gap (Eg) of WS..

The results show that WS, had an
absorption band that stretched from the peak
in the near ultraviolet region, strong absorption
edge and spread to visible light region. The
band gap energy of WS, is determined via the
Kubelka-Munk® equation [F(R) hv]*~(ahv)*~
(hv - Eg) with a value of 1.86 ¢V.? This result is
consistent with the previous published article.'*
With this bandgap energy, WS, may exhibit a
good photocatalytic performance under visible
light.

The effect of the solution pH on the RhB
treatment efficiency is mainly due to the change
in form of existing RhB molecule and catalyst
surface charge in different pH environments.
The problem in photocatalysis is distinguishing
the adsorption and photocatalytic contribution
throughout the total reduction in reactant
concentration. The decrease in concentration
in dark considered only adsorption (HP), while
under light considered including adsorption and
catalysis (HP + XT). From there, the difference
between these two values (A{(HP + XT) - HP})
may be considered photocatalyst performance
of the material. The conversion of RhB after 8
hours of stirring in dark and after 8 hours under
led light is shown in Figures 6, 7, 8 and Table 1.

1.0
0.8
0.6
o
o
o
0.4
0.2
D_O T T T T T T 1
0 2 4 6 8
Time ( hour)

Figure 6. Adsorption efficiency of RhB after 8 hours
reaction in dark on WS, (m ws, 0.03g; V., = 150mL;

Crpp = 30 mg/L).

hB

The results showed that at pH = 4, the
adsorption efficiency of RhB on WS, was the
highest (HP = 66.98%), with A{(HP + XT) - HP}
reached 20.88%. The adsorption efficiency
decreased in lower pH values (pH = 1.5; 2)
or higher pH values (pH = 6, 8), resulting in
photocatalytic efficiency at these pH values
were also lower than that at pH = 4. This can be
explained by electrostatic interactions between
the charged surface of WS, and the positively
charged cationic dye. The pH . of WS, is shown
in Figure 9, estimated to be ~1.5. In aqueous
solutions, when pH < pH .. the surface charge
of WS, is positive, while it is negative when
pH > pH . Meanwhile, RhB as a cationic dye
dissociate to chloride ions (CI) and cation
ammonium in aqueous solution (Figure 10).
In the range of the pH above pH . the WS,
surface carries negative charges, which benefits
the adsorption of cationic dyes onto WS,
through electrostatic interaction. Therefore, the
adsorption rates were improved with changing
pH values from 1.5 to 4 since the number of
negatively charged sites were increased with
increasing pH values at this range. At higher
pH values, however, specifically at 6 and &, the
- COOH group of RhB began dissociating for
negative charges. Therefore, itincreases the thrust
force on the WS, surface, resulting in decreased
adsorption capacity when further increasing
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pH values.** On the other hand, the observed
results show that the photodegradation ability
of WS, declined dramatically with the increase
of solution pH from 4 to 8. In a photocatalytic
process, "OH is believed to be a strong oxidant
for decomposition of organic pollutants and is
the main active species at neutral or high pH
levels.? Moreover, "OH is much easier produced
at high pH value, resulting in the enhancement
of photocatalytic efficiency.’**’ As a result, there
is a synergistic relationship between adsorption
and photocatalysis, in which, adsorption will
give good photocatalytic results due to free
radicals reacting with organic compounds in the
form of adsorption on the catalysts surface rather
than they in solution. This result is also observed
in the previously published article.”!

1.0 —=—pH=15
' —e—pH=2
—d— pH=4
0.8+ —v—pH=6
—+—pH=8
0.6
QO
o
04
0.2
00 .

T T T

0 ﬁ 4 6 8
Time ( hour)

Figure 7. Photocatalytic efficiency of RhB after 8
hours reaction under led light on WS, (m WS, 0.03 g;
Vs =150mL; C,, .= 30mg/L, LED light 220V-30W).
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Figure 8. The conversion of RhB after 8 hours

reaction in dark and under led light on WS,

Table 1. The conversion of RhB after 8 hours reaction
in dark and under led light on WS,.

Conversion of RhB (%)
H
P ap | @p+xm) | A (Hl;rlf”)
1.5 54.18 57.11 293
2.0 62.40 65.34 2.94
4.0 66.98 87.86 20.88
6.0 53.45 66.24 12.79
8.0 50.59 59.03 8.44

ws

/Y

Figure 10. Chemical structure of rhodamine B.

4. CONCLUSIONS

The WS, material was synthesized via a
calcination of mixture
containing H,WO, and thiourea in Ar gas. The
synthesized WS, material has good adsorption
and photodegradation capability
the cationic dye (rthodamine B) at a wide pH

ranges from 1.5 to 8. Especially at pH = 4, the

facile solid-state

towards

electrostatic interaction between the negatively
charged surface of the material and cationic
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dye is strongest with a maximum efficiency of
66.98% after in dark for 8 hours and the highest
photocatalytic efficiency of 20.88%. There is
a synergistic relationship between adsorption
and photocatalysis, in which, a high adsorption
would give a better photocatalytic results due to
free radicals reacting with organic compounds
in the form of adsorption on the catalyst surface
rather than them in the bulk of solution. Based on
the obtained results, WS, can be a candidate for
organic pollution treatment in the environment.
However, further studies should be conducted
including modification of the WS, material
by doping or coupling with other materials in
order to change its surface and electrochemical
properties.
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